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Resumen

Tı́tulo: Realizabilidad clásica y efectos de borde

Palabras claves: contenido computacional de pruebas clásicas, efectos de bordes, tipos dependientes, eval-
uación perezosa, axioma de la elección dependiente, realizabilidad clásica, álgebras implicativas

Esta tesis se enfoca en el contenido calculatorio de las pruebas clásicas, particularmente en las prue-
bas con efectos de borde y en la realizabilidad clásica de Krivine. El manuscrito está divido en tres partes,
la primera constituyendo una introducción detallada a los conceptos y herramientas involucrados.

La secunda parte se concentra en el contenido calculatorio del axioma de elección dependiente en
lógica clásica. Este trabajo se inscribe en la continuidad del sistema dPAω de Hugo Herbelin, que per-
mite adaptar la prueba constructiva del axioma de elección en la teorı́a de tipos de Martin-Löf en una
prueba constructiva del axioma de elección dependiente en un marco compatible con la lógica clásica.
El objetivo principal de esta parte es la demostración de la propiedad de normalización para dPAω , de
la cual depende la coherencia del sistema. Semejante prueba es difı́cil de conseguir, debido a la pres-
encia simultanea de tipos dependientes (para la parte constructiva de la elección), de operadores de
control (para la lógica clásica), de objetos coinductivos (para “codi�car” una función del tipo � → A
mediante el �ujo de sus valores (a0,a1, . . . )) y de evaluación perezosa (para esos objetos coinductivos).
En una primera etapa, las di�cultades están estudiada separadamente. En particular, demostramos la
normalización del call-by-need clásico (presentado como una extensión del λµµ̃-cálculo con memo-
ria compartida) usando técnicas de realizabilidad. Desarrollamos después un cálculo de los secuentes
clásico con tipos dependientes, de�nido otra vez como una extensión del λµµ̃-cálculo, cuya corrección
está demostrada por gracias a una traducción CPS que toma las dependencias en cuenta. Por último, in-
troducimos una variante de dPAω en cálculo de los secuentes que combina los dos sistemas anteriores.
Su normalización está �nalmente demostrada usando técnicas de realizabilidad.

La última parte esta centrada en el estudio de las estructuras algébricas de los modelos inducidos
por la realizabilidad clásica. Este trabajo está basado en la noción de álgebras implicativas de Alexandre
Miquel, una estructura algébrica muy sencilla generalizando al mismo tiempo las álgebras completas de
Boole y las álgebras de realizabilidad de Krivine, de tal forma que se puede expresar en un mismo marco
la teorı́a del forcing (de Cohen) y la teorı́a de la realizabilidad clásica (de Krivine). El defecto principal
de esas estructuras es que son profundamente orientadas hacia el λ-cálculo, y que solamente permiten
una interpretación �el de lenguajes en call-by-name. Para remediar a ese problema, introducimos dos
variantes de las álgebras implicativas: las álgebras disjunctivas, centradas en el “par” ` de la lógica
linear (pero en un marco non-linear) y naturalmente adaptadas para lenguajes en call-by-name; y las
álgebras conjunctivas, centradas en el tensor ⊗ de la lógica linear y adaptadas para lenguajes en call-
by-value. Entre otras cosas, demostramos que las álgebras disjunctivas son casos particulares de las
álgebras implicativas y que las álgebras conjunctivas pueden ser obtenidas por dualidad desde álgebras
disjunctivas (invirtiendo el orden subyacente). Además, mostramos cómo interpretar en esos marcos
los fragmentos del sistema L de Guillaume Munch-Maccagnoni’s correspondiendo al call-by-value (en
las álgebras conjunctivas) y al call-by-name (en las álgebras disjunctivas).
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Résumé

Titre : Réalisabilité classique et e�ets de bords

Mots-clés : contenu calculatoire de preuves classiques, e�ets de bord, axiomes du choix dépendant, évaluation
paresseuse, types dépendants, réalisabilité classique, algèbres implicatives

Ce�e thèse s’intéresse au contenu calculatoire des preuves classiques, et plus spéci�quement aux
preuves avec e�ets de bord et à la réalisabilité classique de Krivine. Le manuscrit est divisé en trois
parties, donc la première consiste en une introduction détaillée aux concepts utilisés par la suite.

La deuxième partie porte sur l’interprétation calculatoire de l’axiome du choix dépendant en logique
classique, et en particulier au système dPAω d’Hugo Herbelin. Ce calcul fournit en e�et, dans un cadre
compatible avec la logique classique, un terme de preuve pour l’axiome du choix dépendant, qui peut
être vu comme une adaptation de la preuve constructive de l’axiome du choix en théorie des types de
Martin-Löf ou un internalisation dans un système de preuve de l’approche en réalisabilité de Berardi,
Bezem et Coquand. L’objectif principal de ce�e partie est de démontrer la propriété de normalisa-
tion pour dPAω , sur laquelle repose la cohérence du système. La di�culté d’une telle preuve est liée
à la présence simultanée de types dépendants (pour la partie constructive du choix), d’opérateurs de
contrôle (pour la logique classique), d’objets co-inductifs (pour ”encoder” les fonctions de type�→ A
par des streams (a0,a1, . . . )) et l’évaluation paresseuse avec partage (pour ces objets co-inductifs). On
montre dans un premier temps la normalisation du call-by-need classique (présenté comme une ex-
tension du λµµ̃-calcul avec des environnements partagé), en utilisant notamment des techniques de
réalisabilité à la Krivine. On développe ensuite un calcul des séquents classique avec types dépendants,
dont la correction est prouvée à l’aide d’une traduction CPS tenant compte des dépendances. En com-
binant les deux points précédents, on dé�nit en�n une variante en calcul des séquents du système dont
on peut �nalement prouver la normalisation.

La dernière partie porte sur la structure algébrique des modèles induits par la réalisabilité clas-
sique. Ce travail se base sur une notion d’algèbres implicatives développée par Alexandre Miquel, une
structure algébrique très simple généralisant à la fois les algèbres de Boole complètes et les algèbres
de réalisabilité de Krivine, de manière à exprimer dans un même cadre la théorie du forcing (au sens
de Cohen) et la théorie de la réalisabilité classique (au sens de Krivine). Le principal défaut de ce�e
structure est qu’elle est très orientée vers le λ-calcul, et ne permet d’interpréter �dèlement que les
langages en appel par nom. Pour remédier à ce�e situation, on introduit deux variantes des algèbres
implicatives les algèbres disjonctives, centrées sur le “par” ` de la logique linéaire (mais dans un cadre
non linéaire) et naturellement adaptées aux langages en appel par nom, et les algèbres conjonctives,
centrées sur le tenseur ⊗ de la logique linéaire et adaptées aux langages en appel par valeur. On prouve
en particulier que les algèbres disjonctives ne sont que des cas particuliers d’algèbres implicatives et
que l’on peut obtenir une algèbre conjonctive à partir d’une algèbre disjonctive (par renversement de
l’ordre sous-jacent). De plus, on montre comment interpréter dans ces cadres les fragments du système
L de Guillaume Munch-Maccagnoni en appel par valeur (dans les algèbres conjonctives) et en appel par
nom (dans les algèbres disjonctives).
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Abstract

Title: Classical realizability and side-e�ects

Keywords: computational content of classical proof, side e�ects, dependent types, lazy evaluation, ax-
iom of dependent choice, classical realizability, implicative algebras

�is thesis focuses on the computational content of classical proofs, and speci�cally on proofs with
side-e�ects and Krivine classical realizability. �e manuscript is divided in three parts, the �rst of which
consists of a detailed introduction to the concepts used in the sequel.

�e second part deals with the computational content of the axiom of dependent choice in classical
logic. �is works is in the continuity of dPAω system of Hugo Herbelin, which allows to adapt the con-
structive proof of the axiom of choice in Martin-Löf’s type theory in order to turn it into a constructive
proof of the axiom of dependent choice in a se�ing compatible with classical logic. �e principal goal
of this part is to prove the property of normalization for dPAω , on which relies the consistency of the
system. Such a proof is hard to obtain, due to the simultaneous presence of dependent types (for the
constructive part of the choice), of control operators (for classical logic), of co-inductive objects (in
order to ”encode” functions of type � → A as streams (a0,a1, . . . )) and of lazy evaluation with shar-
ing (for this co-inductive objects). �is di�culties are �rst studied separately. In particular, we show
the normalization of classical call-by-need (presented as an extension of the λµµ̃-calculus with shared
environments) by means of realizability techniques. Next, we develop a classical sequent calculus with
dependent types, de�ned again as an adaptation of the λµµ̃-calcul whose soundness is proved thanks
to a CPS-translation which takes the dependencies into account. Last, a sequent-calculus variant of
dPAω is introduced, combining the two previous systems. Its normalization is �nally proved using
realizability techniques.

�e last part dwells on the algebraic structure of the models induces by classical realizability. �is
work relies on the notion of implicative algebras developed by Alexandre Miquel, a very simple al-
gebraic structure generalizing at the same time complete Boolean algebras and Krivine realizability
algebras, in such a way that it allows to express in a same se�ing the theory of forcing (in the sense
of Cohen) and the theory of classical realizability (in the sense of Krivine). �e main default of these
structures is that they are deeply oriented towards the λ-calculus, and that they only allows to faith-
fully interpret languages in call-by-name. To remediate the situation, we introduce two variants of
implicative algebras: disjunctive algebras, centered on the “par” (`) connective of linear logic (but in
a non-linear framework) and naturally adapted to languages in call-by-name; and conjunctives alge-
bras, centered on the “tensor” (⊗) connective of linear logic and adapted to languages in call-by-value.
Amongst other things, we show that disjunctive algebras are particular cases of implicative algebras
and that conjunctive algebras can be obtained from disjunctive algebras (by reversing the underlying
order). Moreover, we show how to interpret in these frameworks the fragments of Guillaume Munch-
Maccagnoni’s system L for call-by-value (within conjunctive algebras) and for call-by-name (within
disjunctive algebras).
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années eurent été bien di�érentes. Un grand merci aussi pour les relectures en timing serré1. Merci
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d’avoir considérablement fait grossir les troupes, �t survivre ce�e belle liste mail quelques mois de plus.
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prêts à m’emmener (ou pire, me suivre) dans une foultitudes d’aventures9. Par proximité géographique,
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truco. Gracias por todas aquellas vueltas y expediciones que compartimos, al tablado, las llamadas, Isla
patrulla, aquella noche llena de noctilucas, ¡y me quedo corto! Gracias por siempre estar.

Para concluir esos agradecimientos, quiero dedicar ese último parágrafo a Joaquı́n, una persona in-
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Merci en�n, à Mathilde qui, en grande stratège, consomma elle-même les blagues les plus �nes25

que je ne pourrais donc point faire ici. Devant donc me résigner à des lignes plus solennelles, merci
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Introduction

“�e truth, the whole truth, and nothing but the truth.” �is famous oath could have constituted, back in
the 17th century, Leibniz’s profession of faith in seek of his calculus ratiocinator. Indeed he envisioned
that every philosophical dispute may be se�led by a calculation [108]28:

“�e only way to rectify our reasonings is to make them as tangible as those of the Mathemati-
cians, so that we can �nd our error at a glance, and when there are disputes among persons,
we can simply say: Let us calculate [calculemus], without further ado, to see who is right.
[…] if controversies were to arise, there would be no more need of disputation between two
philosophers than between two calculators. For it would su�ce for them to take their pencils
in their hands and to sit down at the abacus, and say to each other […]: Let us calculate”

While there are reasonable doubts about whether Leibniz intended for the so-called calculus ratiocinator,
the system or device used to perform these logical deductions, to be an actual machine29 or simply an
abstract calculus, it is certain that he hoped to reduce all human reasonings to computation.

Alas, an obstacle—and not the least— was standing on his way: at the time, reasoning was taking
the form of informal text, even in mathematics. Leibniz was then about to initiate a long path towards
the formalization of mathematics. As a �rst step, he proposed the concept of characteristica universalis
which was meant to embody every human concept. Leibniz indeed had a combinatorial view of human
ideas, thinking that they “can be resolved into a few as their primitives” [107, p. 205]. �is idealistic
language should thereby assign a character to each primitive concept, from which we could form char-
acters for derivative concepts by means of combinations of the symbols: “it would be possible to �nd
correct de�nitions and values and, hence, also the properties which are demonstrably implied in the de�ni-
tions” [107, p. 205]. Leibniz thus intended for the characteristica universalis to be a universal language,
which was to be employed in the computation of the calculus ratiocinator. If, at the end of the story,
this dream turned out to be a chimera, we should acknowledge that his set idea of relating logic to
computation was brightly visionary. Due do this connection, we can trumpet that this thesis is part of
a tradition of logic initiated by Leibniz himself. To �nd our way back from the present dissertation to
the calculus ratiocinator, let us identify a few milestones30 along the path.

It actually took two centuries until a major step was made in direction of a formalization of math-
ematics. In the meantime, the scienti�c community had to handle an episode which shook the very
foundations of mathematics: the discovery of non-Euclidean geometries. Two millenia earlier, Euclid
gave in his Elements the �rst axiomatic presentation of geometry. He placed at the head of his treatise a
collection of de�nitions (e.g. “a line is a length without breadth” ), common notions (e.g. “things equal to

28For the reader looking for a good old exercise of Latin, here comes the original quote [107, p. 200]: �o facto, quando
orientur controversiae, non magis disputatione opus erit inter duos philosophus, quam inter duos computistas. Su�ciet enim
calamos in manus sumere sedereque ad abacos, et sibi mutuo (accito si placet amico) dicere: calculemus.

29Leibniz was one of the pioneers of mechanical calculator with his Stepped Reckoner, the �rst machine with all four
arithmetic abilities.

30Amusingly, calculus precisely means stone in Latin. Despite serious scrupula, we could not refrain ourselves from annoy-
ing the reader with this insigni�cant observation.
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the same thing are also equal to one another” ) and �ve postulates (e.g. “to draw a straight-line from any
point to any point” ). Amongst these postulates, the ��h, also called the parallel postulate, has literally
retained mathematicians’ a�ention for a thousand years:

If a straight line crossing two straight lines makes the interior angles on the same side less than
two right angles, the two straight lines, if extended inde�nitely, meet on that side on which
are the angles less than the two right angles.

Because of its surprising prolixity with respect to the �rst four postulates, numerous a�empts were
made with the aim of deducing the parallel postulate from the �rst four, none of them showed to be
successful. In the 1820s, Nikolai Lobachevsky and János Bolyai independently tackled the problem in
a radically new way. Instead of trying to obtain a proof of the parallel postulate, Bolyai considered a
theory relying only on the �rst four postulates, which he called “absolute geometry” [20], leaving the
door open to a further speci�cation of the parallel postulate or its negation. In turn, Lobatchevsky built
on the negation of the parallel postulate a di�erent geometry that he called “imaginary” [111]. Inter-
estingly, to justify the consistency of his system, Lobachevsky argued that any contradiction arising
in his geometry would inevitably be matched by a contradiction in Euclidean geometry. �is appears
to be the earliest a�empt of a proof of relative consistency31. A few years later, Bernhard Riemman
published a dissertation in which he also constructed a geometry without the parallel postulate [146].
For the �rst time, some mathematical theories were neither relying on synthetic a priori judgments nor
on empirical observations, and yet, they were consistent in appearance. �eses new geometries, by
denying traditional geometry its best claim to certainty, posed to the community of mathematicians a
novel challenge: How can it be determined for sure that a theory is not contradictory? If Leibniz was our
�rst milestone on the way, we would like the second one to mark this question.

For years, non-Euclideans geometries have been the target of virulent criticism, the colorful lan-
guage of which the decency forbids us from transcribing here. One of the strongest opponent to these
geometries was Go�lob Frege, who notably wrote: “No man can serve two masters. One cannot serve the
truth and the untruth. If Euclidean geometry is true, then non-Euclidean geometry is false.” [50]. Frege was
thus in line with the ground postulate of Leibniz’s calculus ratiocinator that the truth of any statement
can be decided. In this perspective, Frege accomplished a huge step for the formalization of mathe-
matics. In 1879, he introduced his Begri�sschi� [49], a formal language to express formulas and proofs.
Frege aimed at expressing abstract logic by wri�en signs in a more precise and clear manner than it
would be possible by words (which is not without recalling Leibniz’s intentions with the characteristica
universalis). Especially, Frege was responsible for the introduction of the quanti�ers ∀—“for all”—and
∃—“there exists”—and most importantly of a proof system based on axioms and inference rules. �ereby,
he paved the way for a syntactic study of proofs, emphasizing the provability of formulas.

On the other hand, the earlier work of Boole [21] did not lead to a language peculiar to logical
considerations, but rather to the application of the laws (and symbols) of algebra32 to the realm of
logic. In particular, Boole’s approach consists in assigning a truth value to each proposition, pointing
out the semantic notion of validity of formulas.

Despite Boole and Frege advances, when the 20th century began, the existence of calculus ratioci-
nator was still a plausible expectation in light of the state of the art in logic. Even without matching

31Actually, there is an earlier trace of such a proof in �omas Reid’s work [143]. He de�ned a non-Euclidean geometry, his
so-called “geometry of visibles”, that he described as being the one perceived by the Idomenians, some imaginary beings de-
prived of the notion of thickness. Reid claims that the “visible” space can be represented by an arbitrary sphere encompassing
the space. �is can also be considered as a relative consistency proof, asserting that the geometry of visibles is consistent if
spherical geometry is. A detailed discussion on Reid’s geometry can be found in [37].

32According to Boole, “the operations of Language, as an instrument of reasoning, may be conducted by a system of signs
composed of […] literal symbols x ,y, ... […] signs of operation, as =, −, × […] the sign of identity =. And these symbols of Logic
are in their use subject to de�nite laws, partly agreeing with and partly di�ering from the laws of the corresponding symbols in
the science of Algebra” [21, Chapter II].
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Leibniz’s ambition of deciding the validity of any philosophical statement, the problem of deciding
the truth merely within mathematics was still an open question. In 1900, Hilbert drew up a list of
twenty-three problems—another milestone along our travel time—the second of which was to prove
the compatibility of the arithmetical axioms, “that is, that a �nite number of logical steps based upon
them can never lead to contradictory results” [74]. Rooted in this question, Hilbert established in the
1920s a program aiming at a formalization of all mathematics in axiomatic form, together with a proof
that this axiomatization is consistent. Hilbert’s manifesto for a quest of foundations climaxed with the
slogan “No ignorabimus” during a radio broadcast in 193033 [75]:

“For us mathematicians, there is no ‘ignorabimus’, and, in my opinion, there is none whatso-
ever for the natural sciences. In place of this foolish ‘ignorabimus’ let our watchword on the
contrary be: We must know — we shall know!”

In continuation of his program, Hilbert raised with Ackermann another fundamental question in 1928,
which is known as the Entscheidungsproblem [76]: to decide if a formula of �rst-order logic is a tautol-
ogy. By “to decide” is meant via an algorithm, by means of a procedure. �e signi�cation of “algorithm”
should be taken in context: the very concept of computer was yet unknown, an algorithm was thus
to be understood as a methodical way of solving a problem, as a computational recipe. By pu�ing the
computation at the heart of the problem, the Entscheidungsproblem enters directly into the heritage of
Leibniz quest for a calculus ratiocinator.

Unfortunately, Hilbert’s �ne aspirations were quickly sha�ered. First by Gödel [62], who proved
in 1931 that any consistent logical system, provided that it is expressive enough, featured a formula
which is not provable in this system, nor is its negation. Worst, he showed in particular that the consis-
tency of arithmetic could not be proved within arithmetic, giving then a de�nitive and negative answer
to Hilbert’s second problem. As for the Entscheidungsproblem, Church [26, 27] and Turing [155, 156]
independently proved that no algorithm could ever decide the validity of �rst-order formulas. Both
answers relied on a speci�c de�nition of the notion of computability, captured in one case by Turing
machines, by the λ-calculus in the case of Church. Church and Turing proved that both formalisms
were equivalent, laying the ground of a uni�ed de�nition of what are the “computable” functions. In
other words, the concept of computer was born.

Leaving aside a few decades and some noteworthy discoveries, the second to last milestone on
our journey, arguably the most important one concerning this thesis, is due to Curry [34, 35] and
Howard [78], in 1934 and 1969 respectively. Independently, they both observed that the proofs of a
constructive subset of mathematics, called intuitionistic logic, coincide exactly with a typed subset
of the λ-calculus. �is observation had a particularly signi�cant consequence: by asserting that (in-
tuitionistic) proofs were nothing less than programs, it put the computation at the center of modern
proof theory. Furthermore, it brought kind of a small revolution by giving the possibility of designing
altogether a proof system and a programming language, bug-free by essence.

While the proofs-as-programs correspondence seemed for a time to be bounded to intuitionistic
logic and purely functional programming language, Gri�n discovered in 1990 that Scheme’s control
operator call/cc could be typed by a non-constructive principle named the law of Peirce [63]. Several
calculi were born from this somewhat accidental breakthrough, allowing for a direct computational
interpretation of classical logic. Especially, Krivine developed the theory of classical realizability based
on an extension of the λ-calculus with call/cc, in which he tried to obtain programs for well-known
axioms. In so doing, he adopted a conquerent state-of-mind, proposing to push further the limits of
Curry-Howard correspondence by programming new proofs.

33In case some readers would not have found satisfaction with the former Latin exercise, here his the original German
declaration: “Für uns gibt es kein Ignorabimus, und, meiner Meinung nach, auch für die Naturwissenscha� überhaupt nicht.
Sta� des törichten Ignorabimus, heiße im Gegenteil unsere Losung: Wir müssen wissen — wir werden wissen!”.
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Yet, it would be unfair to reduce classical realizability, our last milestone, to its sole contribution
to proof theory. To highlight its particular signi�cance, allow us a slight digression back to the early
1900s. Indeed, we eluded in our presentation the fact that mathematics were a�ected by the so-called
foundational crisis. To cut a long story short, Frege axiomatized in his Begri�sschi� [49] a set theory
built on Cantor’s earlier ideas. �is theory was intended to lay a foundational ground to the de�nition
of all mathematics, but a few years later a paradox was discovered by Russell, proving the theory to be
inconsistent. If the axiomatization of set theory was �nally corrected by Zermelo and Fraenkel, further
to this episode, the question of proving the consistency of a given axiomatization has been a central
issue for logicians of the 20th century. Two axioms were particularly controversial, namely the axiom
of choice and the continuum hypothesis. Relying on Boole’s notion of validity, Gödel �rst proved in
1938 that both were consistent with Zermelo-Fraenkel set theory [67]. Cohen �nally proved that these
axioms were independent from set theory, by showing that their negations were also consistent with
set theory. To this end, he developed the technique of forcing to construct speci�c models in which
these axioms are not valid.

At the edge of the last decade, Krivine showed in an impressive series of papers [99, 100, 101, 102]
that classical realizability also furnishes a surprising technique of model construction for classical the-
ories. In particular, he proved that classical realizability subsumes forcing models, and even more, gives
raise to unexpected models of set theories. Insofar as it opens the way for new perspectives in proof
theory and in model theory, we can safely state that classical realizability plays an important role in
the (modern) proofs-as-programs correspondence.

�is thesis is in line with both facets of classical realizability. On the one hand, from the point
of view of syntax and provability, we continue here a work started by Herbelin in 2012 [71] which
provides a proof-as-program interpretation of classical arithmetic with dependent choice. Half of this
thesis is devoted to proving the correctness of Herbelin’s calculus, called dPAω , which takes advantage
of several extensions of the proofs-as-programs correspondence to interpret the axiom of dependent
choice. We rephrase here Herbelin’s approach in a slightly di�erent calculus, dLPAω , of which we
analyze the di�erent computational features separately. We �nally prove the soundness of dLPAω ,
which allows us to a�rm:

Constructive proofs of the axioms of countable and dependent choices can be obtained in clas-
sical logic by reifying the choice functions into the stream of their values.

On the other hand, from the viewpoint of semantics and validity, we pursue the algebraic analysis
of the models induced by classical realizability, which was �rst undertaken by Streicher [152], Ferrer,
Guillermo, Malherbe [45, 46, 44], and Frey [51, 52]. More recently Miquel [122] proposed to lay the
algebraic foundation of classical realizability within new structures which he called implicative algebras.
�ese structures are a generalization of Boolean algebras (the common ground of model theory) based,
as the name suggests, on an internal law representing the implication. Notably, implicative algebras
allow for the interpretation of both programs (i.e. proofs) and their types (i.e. formulas) in the same
structure. In this thesis, we deal with two similar notions: disjunctive algebras, which rely on internal
laws for the negation and the disjunction, and conjunctive algebras, centered on the negation and the
conjunction. We show how these structures underly speci�c models induced by classical realizability,
and how they relate to Miquel’s implicative algebras. In particular, if this part of the thesis were to be
reduced to a take-away message, we would like this message to be:

�e algebraic analysis of the models that classical realizability induces can be done within
simple structures, amongst which implicative algebras de�ne the more general framework.
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�e main contributions of this thesis can be stated as follows.

1. A realizability interpretation à la Krivine of the λ[lvτ?]-calculus [4], which is a call-by-need calcu-
lus with control and explicit stores. �is interpretation provides us with a proof of normalization
for this calculus. In addition, it leads us toward a typed continuation-and-store-passing style
translation, which relies on the untyped translation given in [4]. We relate the store-passing
style translation with Kripke forcing translations.

2. A classical sequent calculus with dependent types, which we call dL. While dependent types
are known to misbehave in presence of classical logic, we soundly combine both by means of a
syntactic restriction for dependent types. We show how the sequent calculus presentation brings
additional di�culties, which we solve by making use of delimited continuations. In particular,
we de�ne a typed continuation-passing style translation carrying the dependencies.

3. A proofs-as-programs interpretation of classical arithmetic with dependent choice, which we
call dLPAω . Our calculus is an adaptation of Herbelin’s dPAω system, given in a sequent calculus
presentation. Drawing on the techniques previously developed for the λ[lvτ?]-calculus and dL,
we de�ned a realizability interpretation of dLPAω . �is implies in particular the soundness and
the normalization of dLPAω , properties which were not proved yet for dPAω .

4. A Coq formalization of Miquel’s implicative algebras [122]. Since implicative algebras aim, on
a long-term perspective, at providing a foundational ground for the algebraic analysis of real-
izability models, I believe that having a Coq development supporting the theory is indeed an
appreciable feature.

5. �e de�nition and the study of disjunctive algebras. We show how these structures, which are
similar to implicative structures, naturally arise from realizability models based on the decom-
position of the implication A → B as ¬A ∨ B. We study the intrinsic properties of disjunctive
algebras, and we prove that they are particular cases of implicative algebras.

6. �e notion of conjunctive algebra, which relies on the decomposition of the implication A → B
as ¬(A∧¬B). We explain how these structures naturally underly the realizability interpretations
of some speci�c call-by-value calculus. We then prove that any disjunctive algebra induces a con-
junctive algebra by duality. �e converse implication and the properties of conjunctive algebras
are yet to be studied.

�e thesis itself is broadly organized according to the contributions listed above. We give here a
description of the di�erent chapters which compose this manuscript.

�e �rst part of this thesis consists of a preliminary introduction to the scienti�c topics involved in
the thesis. We a�empt to be as self-contained as possible, and in particular these chapters are there to
introduce well-known de�nitions and illustrate techniques which are relevant to the later contributions.
As such, experts in the �eld should feel free to skip this part, all the more as back references are made
to these chapters when necessary.

In Chapter 1, we give a self-contained introduction to formal logic, and present the concepts of
theory, proof, and model. We come back in details to the notions of provability and validity evoked in
the introduction, which we illustrate with several examples. Hopefully, this chapter should be accessible
to anyone with a scienti�c background.

In Chapter 2, we introduce the λ-calculus, which is the fundamental model of computation for the
study of functional programming languages. We �rst present the untyped λ-calculus, and we focus on
the key properties that are in play in the study of such a calculus. We then present the simply-typed λ-
calculus and the proofs-as-programs correspondence. Once again, this chapter is meant to be accessible
to curious non-specialists, which may understand here the second half of this thesis title.

In Chapter 3, we give a survey of Krivine’s classical realizability. In particular, we introduce the
λc -calculus with its abstract machine, and we give in details the de�nition of classical realizability. We
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then present some of its standard applications, both as a tool to analyze the computational behavior of
programs and as a technique of model construction.

In Chapter 4, we present Gentzen’s sequent calculus. together with its computational counterpart,
Curien and Herbelin’s λµµ̃-calculus. We take advantage of this section to illustrate (on the call-by-name
and call-by-name λµµ̃-calculi) the bene�ts of continuation-passing style translations and their relations
with realizability interpretations à la Krivine. In particular, the expert reader might be interested in our
observation that Danvy’s methodology of semantic artifacts can be used to derive realizability inter-
pretations.

�e second part of this thesis is devoted to the study of a proof system allowing for the de�nition
of a proof term for the axiom of dependent choice.

In Chapter 5, we give a comprehensive introduction to Herbelin’s approach to the problem with
dPAω [71]. We explain how the di�erent computational features of dPAω—namely dependent types,
control operators and a co-inductive �xpoint which is lazily evaluated—are used to prove the axioms of
countable and dependent choices. We then focus on the di�culties in proving the soundness of dPAω ,
which are precisely related to the simultaneous presence of all these features. Finally, we present our
approach to the problem, and the organization of the subsequent chapters.

In Chapter 6, we present a call-by-need calculus with control, the λ[lvτ?]-calculus. �is calculus
features explicit environments in which terms are lazily stored, which we use a�erwards in dLPAω . To
prepare the later proof of normalization for dLPAω , we prove the normalization of the λ[lvτ?]-calculus
by means of a realizability interpretation. We also give a typed continuation-and-store passing style,
whose computational content highlights the already known connection between global memory and
forcing translations.

In Chapter 7, we introduce dL, a sequent calculus with control and dependent types. Here again,
the underlying motivation is to pave the way for the further introduction of dLPAω . Nonetheless, such
a calculus is an interesting object in itself, which motivates our thorough presentation of the topic.
We thus explain how control and dependent types can be soundly combined by means of a syntactic
restriction of dependencies. We show how the challenge posed by the sequent calculus presentation can
be solved thanks to the unexpected use of delimited continuations. �e la�er has the signi�cant bene�ts
of making the calculus suitable for a typed continuation-passing style carrying the dependencies.

Finally, in Chapter 8, we present dLPAω , a calculus which soundly combines all the computational
features of dPAω in a sequent calculus fashion. We give a realizability interpretation for dLPAω , whose
de�nition relies on the interpretations previously de�ned for the λ[lvτ?]-calculus and dL. We deduce
from this interpretation the soundness and normalization of dLPAω , the primary objectives of this part
of the thesis.

�e third part of the thesis is dedicated to the study of algebraic structures arising from the models
that Krivine’s classical realizability induces.

In Chapter 9, we give a detailed introduction to the topic, starting from Kleene intuitionistic real-
izability to eventually reach the notion of realizability triposes. In particular, we recall some standard
de�nitions of the categorical analysis of logic. �en we present the algebraic approach to classical
realizability and the structures that are involved.

In Chapter 10, we present Miquel’s implicative algebras [122], which aim at providing a general
algebraic framework for the study of classical realizability models. We �rst give a self-contained pre-
sentation of the underlying implicative structures. We then explain how these structures can be turned
into models by means of separators. Finally, we show the construction of the associated triposes to-
gether with some criteria to determine whether the induced model amounts to a forcing construction.
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In Chapter 11, we follow the rationale guiding the de�nition of implicative algebras to introduce
the notion of disjunctive algebra. Our main goal in this chapter is to draw the comparison with the
implicative case, and especially to justify that the la�er provides a more general framework than dis-
junctive algebras. A�er studying the properties peculiar to disjunctive algebras, we eventually prove
that they indeed are particular cases of implicative algebras.

Last, in Chapter 12, we a�empt to follow the same process in order to de�ne the notion of conjunc-
tive algebra. If we succeed in proving that any disjunctive algebra give raise to a conjunctive algebra by
duality (which is to be related with the well-known duality between call-by-name and call-by-value),
we do not prove the converse implication. We conclude by saying a word on the perspectives and
questions related to the algebraization of classical realizability.
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1- Logic

1.1 �eory

A famous character of a well-known book1 once said to a young student of his:

�e truth. […] It is a beautiful and terrible thing, and should therefore be treated with great
caution.

While ina�entive readers of this best-seller might have missed the signi�cance of this declaration, it
makes no doubt that this wise character intended to point out the fact that truth is a concept that is
not as well-de�ned as one believes. �is thesis being somewhat centered on the notions of truth and
proofs, our starting point will be the de�nition of these key notions. In spite of a long faith in a total
and absolute truth that mathematics ought to contain, belief of which Leibniz’s quest for a calculus
ratiocinator and Hilbert’s second problem2 only were the top of the iceberg, one of the major lesson
from the 20th century in logic is that the notion of mathematical truth is deeply relative to its context
and not uniquely de�ned.

In the next sections, we shall present two very di�erent notions of truth. Considering again the
example of geometry2, two concepts are to be opposed. On the one hand, the theory of Euclidean
geometry is an axiomatization intended to give a faithful representation of the world, expressed by
means of Euclide’s postulates. On the other hand, a model of this theory is a particular structure in
which all the axioms of the theory hold. As explained in the introduction, a given axiomatization
might be satis�ed by several models. From these concepts are derived two di�erent notions of truth:

• provability, a syntactic notion, expresses the existence of a proof in a theory,
• validity, a semantic notion, expresses the validation of a formula by a particular model of the

theory.

Let us contemplate the case of Euclid’s parallel postulate to illustrate the distinction between these
notions. �e parallel postulate is independent from other Euclid’s postulates, that is to say that in
the theory where only the �rst two postulates (cf. introduction) are assumed, the parallel postulate is
neither provable nor disprovable. Notwithstanding, there exists at the same time a model in which it is
valid (euclidian geometry) and di�erent models in which it is not (non-euclidian geometries).

We shall start this section by introducing di�erent concepts that are necessary to the de�nition of
the concept of theory in Section 1.1.1, and pursue with the de�nition of a model in Section 1.2.

1.1.1 Language

Roughly, we can say that a theory is given by a language, which de�nes formulas and thus the expres-
siveness of the theory; and by the set of theorems, the formulas that are considered as true. Presented

1We deliberately choose to leave the precise reference apart from our bibliography, such an item would indubitably put
the scienti�c rigor of this manuscript in question.

2See the introduction.
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CHAPTER 1. LOGIC

this way, truth corresponds to true formulas, which seems—and is—terribly tautological. �e interest-
ing point resides in de�ning which are the true formulas, and especially in how we de�ne them. But
before re�ning our notion of theory, let us �rst examine some examples of languages.

Example 1.1 (Propositional logic). �e language of propositional logic consists in propositions that
are formed themselves by other propositions and the use of logical connectives. Speci�cally, we assume
given a denumerable set A of atomic formulas and we de�ne the propositions (or formulas), that are
denoted by capital le�ers A,B, by:

A,B ::= X | ¬A | A⇒ B | A ∧ B | A ∨ B (X ∈ A)

where ¬A reads “not A ”, A⇒ B reads “A implies B ”, A ∧ B reads “A and B ”, and A ∨ B reads “A or B ”.
We o�en consider that we have two particular atomic formulas in A: true, that we write >, and false
that we write ⊥, and if so, ¬A is de�ned as A⇒ ⊥. It may be observed that our choice of connectives
is arbitrary in the sense that we could have de�ned formulas from less or more connectives, or more
generally from a signature of logical connectives. y

While propositional logic can tracked to the 3rd century B.C.3, the development of predicate logic,
that can be considered as the next major advancement in logic, is much more recent and due to Frege
in the 1870s. Intuitively, propositional logic only allows for declarative sentences such as “I am a cat”
or “Plato is a cat” (or logical composition of declarative sentences, as in “I am a cat” implies “I like �sh” ),
but it does not allow to identify the common structure “be a cat”. Neither does it relate the “I” which
is a cat and the “I” which likes �sh. Less does it permit to express something like “If x is a cat then x
likes �sh”. �e statement “x is a cat” or “Cat(x )” is what is called a predicate, depending on a variable
x , and more generally denoted by P (x ). �e main achievement of Frege was to introduce this notion,
together with the concept of quanti�cation, allowing to specify the quantity of individuals for which
a statement holds. �e universal quanti�cation, wri�en ∀, denotes the fact that a statement holds for
all individuals: ∀x .Cat(x ) is “for all x , x is a cat”. �e existential quanti�cation, wri�en ∃, denotes the
existence of (at least) one individual for which the statement holds: ∃x .Cat(x ) is “there exists x such that
x is a cat”. �e resulting language is called the language of predicate logic or language of �rst-order
logic.

Example 1.2 (First-order logic). �e language of �rst-order logic is de�ned from two di�erent syntactic
categories:

• terms or �rst-order expressions, that are built from a �xed setV of variables and a �xed signature
Σ1 of functions symbols with their arities4:

e1,e2 ::= x | f (e1, ...,ek ) (x ∈ V , f ∈ Σ1)

• formulas, that are de�ned from a �xed signature Σ2 of predicate symbols with their arities:

A,B ::= P (e1, . . . ,ek ) | ∀x .A | ∃x .A | A⇒ B | A ∧ B | A ∨ B (P ∈ Σ2)

y

It is worth noting that this language strictly subsumes the language of propositional logic, where
atomic formulas are nothing more than predicates of arity 0.

3More precisely, to the stoic Chrysippus, according to the Stanford Encyclopedia of Philosophy: https://plato.
stanford.edu/archives/spr2016/entries/logic-ancient/.

4Such a signature can formally be de�ned as a pair Σ1 = (F ,ar) where F is a denumerable set of functions symbols and
ar is a function F → � which assigns to each function its arity, i.e. the number of arguments it takes.
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1.1. THEORY

Example 1.3 (First-order arithmetic). �e language of �rst-order arithmetic is a special case of a �rst-
order language, where the signature for �rst-order expressions contains a constant 0 (function of arity
0), a symbol S (of arity 1) to denote the successor, as well as two function symbols + and × denoting
respectively the addition and the multiplication of natural numbers. As for the formulas, they are
de�ned with the two quanti�ers of �rst-order logic and one unique predicate symbol = to denote the
equality of terms. �e resulting syntax, whereV is the set of variables, is given by:

Terms e1,e2 ::= x | 0 | s (e ) | e1 + e2 | e1 × e2
Formulas A,B ::= e1 = e2 | > | ⊥ | ∀x .A | ∃x .A | A⇒ B | A ∧ B | A ∨ B

(x ∈ V )

y

�ese languages are called �rst-order because quanti�cation is only authorized over �rst-order
terms (natural numbers in the case of arithmetic). As we shall use further in this manuscript second-
order or higher-order logic, let us give some more insight on this point.
Remark 1.4 (Order of a language). Let us informally de�ne Prop as the “set” of propositions. In-
tuitively, we could think of Prop as being the set that only contains true and false: Prop = {>,⊥}.
In the case of arithmetic, �rst-order individuals corresponds to natural numbers in � . A predicate
P (x1, . . . ,xk ) is thus a function from �k to Prop. Alternatively, one can think of a predicate P (x ) as
a set P of naturals number, with P (x ) ≡ x ∈ P . �is way, second-order individuals are sets in P (�),
third-order individuals are sets of sets in P (P (�)), fourth-order sets of sets of sets, etc… : nth-order
individuals are elements of P (· · · P (︸    ︷︷    ︸

n−1

�) · · · ). With this intuition in mind, we say that a nth-order lan-

guage is a language that allows for quanti�cations ranging over nth-order individuals. For instance:
• zero-order logic is just propositional logic, since it does not allow any quanti�cation,
• �rst-order logic is indeed predicate logic, which allows for quanti�cations over terms and ex-

presses properties about natural numbers,
• second-order logic corresponds to a language with quanti�cations ranging over predicates and

expresses properties about sets of natural numbers,
• etc… y

Up to now, in each example we only de�ned a language, whose symbols were not given any par-
ticular logical signi�cation. Speci�cally, we said for instance that “=” denoted the equality, that “+”
denoted the addition or that s (0) was the successor of 0, so that any reader should be inclined to think
of s (0) as 1 and to 1 + 1 as 2. But there is no formal reason to do so!

In other words, we do not have any relation yet between s (0) + s (0) and s (s (0)). We can write
s (0) + s (0) = s (s (0)) just like we can write s (0) = 0 or > ⇒ ⊥, because in both cases the language
is expressive enough. But we still need to give some kind of meaning to these symbols, and a least to
de�ne what we consider as true statements. To put it di�erently, we need to de�ne what is the logical
content of a theory.

We can now re�ne our notion of theory. A theory consists in three elements, namely:
• a language, which delimits the expressiveness of the theory;
• axioms, a minimal set5 of closed formulas taken as true;
• a deductive system, which allows to deduce theorems from the axioms.

By minimal, we mean that none of the axioms should be proved from the other one using the deductive
system, which we shall now de�ne. By closed, we mean that a formula can only contain variables that
are bound by some quanti�er. For instance, ∀x .∃y.y = x + x is a closed formula but ∃y.y = x + x is not
since x is free. Formally, we de�ne by induction the set of free variables FV (A) of a formula A and say
that a formula A is closed if FV (A) = ∅.

5�ese sets will mostly be �nite in this manuscript.
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CHAPTER 1. LOGIC

De�nition 1.5 (Free variables). �e sets of free variables of �rst-order terms and formulas are induc-
tively de�ned by :

FV (x ) , {x }

FV (A⇒ B) , FV (A) ∪ FV (B)

FV (A ∧ B) , FV (A) ∪ FV (B)

FV (A ∨ B) , FV (A) ∪ FV (B)

FV ( f (e1, ...,ek )) , FV (e1) ∪ . . . ∪ FV (ek )

FV (P (e1, . . . ,ek )) , FV (e1) ∪ . . . ∪ FV (ek )

FV (∀x .A) , FV (A)\{x }

FV (∃x .A) , FV (A)\{x }
y

Similarly, we de�ne A[e/x], which reads “the formula A in which x is substituted by e”, that we will
use in the next section.

De�nition 1.6 (Substitution). �e substitution of a variable x by an expression e is de�ned by induction
over terms:

y[e/x] , e

y[e/x] , y

( f (e1, ...,ek ))[e/x] , f (e1[e/x], . . . ,ek [e/x])

(if x = y)
(if x , y)

and formulas:

(P (e1, . . . ,ek ))[e/x] , P (e1[e/x], . . . ,ek [e/x])
(A⇒ B)[e/x] , A[e/x]⇒ B[e/x]
(A ∧ B)[e/x] , A[e/x] ∧ B[e/x]
(A ∨ B)[e/x] , A[e/x] ∨ B[e/x]
(∀y.A)[e/x] , ∀y.(A[e/x])
(∀y.A)[e/x] , ∀y.A
(∃y.A)[e/x] , ∃y.(A[e/x])
(∃y.A)[e/x] , ∃y.A

(if x , y,y < FV (e ))
(otherwise)

(if x , y,y < FV (e ))
(otherwise)

Observe that in the case where the variable x corresponds to the variable bound by a quanti�er (e.g.
∀x .A), the substitution is erased. y

1.1.2 Deductive system

�e aim of a deductive system is to capture the notion of logical consequence in a theory. �ere exist
numerous deductive systems doing so, of which the most known are Hilbert’s deduction system, natu-
ral deduction and Gentzen’s sequent calculus. We will implicitly present Hilbert’s system in Chapter 10,
and we will introduce sequent calculus in Chapter 4. Let us focus now on the system of natural deduc-
tion, that we present with explicit contexts. Assume that we have a �xed language, for instance the lan-
guage of �rst-order logic. We call context any list (possibly empty) of formulas wri�en Γ ≡ A1, . . . ,An .
Formally, this corresponds to the simple following grammar:

Γ ::= ε | Γ,A

and we de�ne FV (Γ) as the union of free variables in each formula:

FV (ε ) , ε FV (Γ,A) , FV (Γ) ∪ FV (A)

A judgment is a pair (Γ,A) wri�en Γ ` A, where Γ is a context and A is a formula. Intuitively, the
sequent Γ ` A expresses that the formula A is a logical consequence of the hypotheses Γ. Sequents
are deduced from each other by means of a deductive system. A deductive system is given by a set of
inference rules , which are of the form:

J1 . . . Jn
J

(bli)
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1.1. THEORY

Propositional logic

(Introduction rules) (Elimination rules)

A ∈ Γ
Γ ` A

(Ax)
Γ ` >

(>)
Γ ` ⊥
Γ ` A

(⊥)

Γ,A ` B
Γ ` A⇒ B

(⇒I )
Γ ` A⇒ B Γ ` A

Γ ` B
(⇒E )

Γ ` A Γ ` B
Γ ` A ∧ B

(∧I )
Γ ` A ∧ B
Γ ` A

(∧1
E )

Γ ` A ∧ B
Γ ` B

(∧2
E )

Γ ` A
Γ ` A ∨ B

(∨1
I )

Γ ` B
Γ ` A ∨ B

(∨2
I )

Γ ` A ∨ B Γ,A ` C Γ,B ` C
Γ ` C

(∨E )

First-order logic

Γ ` A x < FV (Γ)

Γ ` ∀x .A
(∀I )

Γ ` ∀x .A
Γ ` A[t/x]

(∀E )

Γ ` A[t/x]
Γ ` ∃x .A

(∃I )
Γ ` ∃x .A Γ,A ` B x < FV (Γ,B)

Γ ` B
(∃E )

Figure 1.1: Natural deduction

where bli is the name of the rule, where the judgment J is the conclusion of the rule and where J1, . . . , Jn
are its premises. �e rules of natural deduction, given in Figure 1.1, are divided in two sorts of rules:

• introduction rules, that give the necessary premises to introduce a connective,

• elimination rules, that give a conclusion that is derivable from a connective.

For instance, the elimination for the connective ⇒ is none other than the Aristotelian principle of
modus ponens:

Γ ` A⇒ B Γ ` A
Γ ` B

(⇒E )

expressing that knowing A⇒ B and A, one can deduce B. Some rules (the axiom rule, the introduction
of ∀ and the elimination of ∃) also have a side-condition to restrict their scope. For example, the rule
(Ax) only applies if the formula A appears in the list Γ of hypotheses, while the introduction rule for ∀
applies only if the variable x does not occur freely in Γ (intuitively, x refers to any arbitrary term).

Succession of inferences are then arranged in the form of a derivation tree, whose root is traditionally
located at the bo�om. A sequent Γ ` A is said to be derivable if there exists a derivation tree whose
root is this sequent. �is derivation tree is also called proof tree or simply proof .

Example 1.7 (Plato likes �sh). Let us illustrate how natural deduction works by constructing the
derivation tree corresponding to the syllogism: “Plato is a cat, all cats likes �sh thus Plato likes �sh”.
We de�ne two predicates Cat(x ) and x ♥ y by :

Cat(x ) , “ x is a cat” x ♥ y , “ x likes y”

and denote Plato by and “�sh” by . Our hypothesis, which will constitute the context Γ, are then
de�ned by:

Γ = Cat( ),∀x .(Cat(x ) ⇒ x ♥ )
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CHAPTER 1. LOGIC

All this being set, we are now ready to give the expected derivation:

∀x .(Cat(x ) ⇒ x ♥ ) ∈ Γ

Γ ` ∀x .(Cat(x ) ⇒ x ♥ )
(Ax)

Γ ` Cat( ) ⇒ ♥

(∀E )
Cat( ) ∈ Γ

Γ ` Cat( )
(Ax)

Γ ` ♥

(⇒E )

�is proof tree re�ects the structure of the expected proof. From bo�om to top (and right to le�), this
proof can be read6:

• Plato likes �sh by application of the modus ponens (⇒E ), since “if Plato is a cat then Plato likes
�sh” and “Plato is a cat”,

• the la�er holds because it is an hypothesis (Ax),

• the former holds because it is in fact true for any individual (∀E ): “for all x , if x is a cat then x
likes �sh”,

• this last statement is an hypothesis (Ax).

We enjoin the reader desirous of ge�ing more familiar with the manipulation of proof trees to do the
following exercises:

1. Introduce a predicate Fish(x ) ,“x is a �sh”. �en generalize the hypothesis as “any cat like any
�sh” and consider some �sh to prove that Plato likes it.

2. Give a di�erent derivation of the same judgment.

3. Change the hypothesis “Plato is a cat” by “Plato does not like �sh” and prove that “Plato is not a
cat”. y

1.1.2.1 Intuitionistic and classical logic

Alternatively, one can think of an inference rule as a logical axiom. Indeed, the choice of inference rules
is not inconsequential and all deductive systems are not equivalent. Natural deduction, as we presented
it, is said to be intuitionistic or constructive, because it only entails constructive principle. For instance,
to construct a proof of a disjunction A ∨ B, we need to actually choose between its le�-hand side A or
its right-hand side B. As a consequence, the De Morgan law:

¬(A ∧ B) ⇒ (¬A) ∨ (¬B)

is not provable7 in natural deduction with an empty context. Intuitively, this is due to the fact that the
knowledge of ¬(A∧B) only provides us with the information that “A and B” is not true, it does not tell
us whether A or B (or both) is false. Hence we have no way to prove (¬A) ∨ (¬B), which requires to
give either a proof of ¬A or a proof of ¬B. Similarly, the principle of excluded-middle:

A ∨ (¬A)

6�is corresponds to the way the proof tree is build. �e natural way of constructing a “hand-wri�en” proof would be
just the opposite, from top to bo�om: We know that for any individual x , if x is a cat, then x likes �sh. In particular, if Plato is
a cat, then he likes �sh. But we also know that Plato is a cat, hence he likes �sh.

7�e De Morgan law is not “false” in the sense that its negation is provable (which is not), but it is indeed not provable (we
will prove this in Section 1.2). Such an a�rmation might seem puzzling at �rst sight (how can we prove the unprovability of
a formula?), but it is one of the biggest motivation to the introduction of a semantical truth through models.
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is not provable8 for all formulas, since it requires to e�ectively know whether A is true or not. If we
can prove one of A or ¬A, we can obviously prove A ∨ (¬A), if not we are stuck.

On the opposite, classical logic allows for instance to deduce a proof of A ∨ B from a reductio ad
absurdum: supposing that neither A nor B, one might obtain a proof of false (⊥) which is absurd, and
conclude that the hypothesis was false, hence A or B is true. �is formally corresponds to the addition
of an extra logical axiom, which is usually chosen amongst these three principles:

A ∨ (¬A) (¬¬A) ⇒ A ((A⇒ B) ⇒ A) ⇒ A
(Excluded-middle) (Double-negation elimination) (Peirce’s law)

None of these axioms is provable in intuitionistic natural deduction, and they are logically equivalent
in the sense that any one of them is deducible from any other one9. It is worth saying that in spite of
our presentation—which is mostly intuitionistic in this chapter—, classical logic is the logic the wo.man
in the street is accustomed to. In particular, most of mathematicians consider the double-negation
elimination or the excluded-middle as valid principles for reasoning and proving theorems.

Remark 1.8. �e Curry-Howard correspondence, that will be presented in Section 2.3, makes this idea
of constructivism even stronger: it associates to each proof a program whose computation corresponds
to the proof. Originally formulated in an intuitionistic se�ing, it was then extended to a classical frame-
work thanks to a clever interpretation of Peirce’s law. All this manuscript is dedicated to the study of
classical proofs through this interpretation. y

1.1.3 �eory

Given by a language together with a deductive system and a set of axioms, a theory T allows to deduce
theorems by means of logical consequences. Formally, a demonstration or proof of a formula A in the
theory T is a derivation whose conclusion is of the form Γ ` A, where Γ is a (�nite) set of axioms of T .
When such a demonstration exists, A is called a theorem of T . �e theory T is said to be incoherent
or inconsistent whenever the formula ⊥ is a theorem of T (or, equivalently, when any formula is a
theorem of T ). Otherwise, the theory is said to be coherent or consistent. Furthermore, a theory T is
said to be complete if for each formula A, either A is a theorem of T either its negation ¬A is.

Example 1.9 (Intuitionistic logic). �e theory of intuitionistic propositional logic NJ is the theory
obtain from the propositional rules of natural deduction (see Figure 1.1) with no further axioms. y

Example 1.10 (Relations). A relation corresponds to a predicate R (x ,y) of arity 2, that we rather write
x R y. Numerous generic properties about relations can be de�ned in �rst-order logic, amongst which:

(R1)
(R2)
(R3)
(R4)
(R5)

Re�exivity : ∀x .x R x
Transitivity : ∀x .∀y.∀z.x R y ⇒ y R z ⇒ x R z
Anti-symmetry : ∀x .∀y.x R y ⇒ y R x ⇒ x = y
Symmetry : ∀x .∀y.x R y ⇒ y R x
Totality : ∀x .∀y.x R y ∨ y R x

A relation is called a pre-order, and o�en wri�en ≤ , if it is re�exive and transitive i.e. if (R1),(R2)
are theorems of the ambient theory. If (R3) is also a theorem (the pre-order is anti-symmetric), it is
called an order. An order is total if it satis�es the condition (R5). An equivalence is a relation for which
(R1),(R2) and (R4) holds. y

8We will give a formal argument of this statement in Section 1.2.2. In fact, we will even prove that the excluded-middle is
independent from intuitionistic logic, that is to say that neither the excluded-middle nor its negation are provable.

9Proving the equivalence is a nice and classical exercise.
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Example 1.11 (�eory of equality). �e theory of equality, in the language of �rst-order arithmetic,
corresponds to the following axioms:

(E1)
(E2)
(E3)
(E4)
(E5)
(E6)
(E7)

∀x .(x = x )
∀x .∀y.∀z.(x = y ∧ x = z ⇒ y = z)
∀x .∀y.(x = y ⇒ s (x ) = s (y))
∀x .∀y.∀z.(x = y ⇒ x + z = y + z)
∀x .∀y.∀z.(x = y ⇒ z + x = z + y)
∀x .∀y.∀z.(x = y ⇒ x × z = y × z)
∀x .∀y.∀z.(x = y ⇒ z × x = z × y)

Observe that the �rst two axioms (E1) and (E2) imply that the relation of equality is re�exive, transitive,
symmetric and anti-symmetric. y

If equalities as 1 = 1 or 1 + 2 = 1 + 2 are simple consequences of the axioms (E1-E7), the equality
1 + 1 = 2 (i.e. s (0) + s (0) = s (s (0))) is still not provable. Indeed, such an equality relies on properties
of the addition and not of the equality. Similarly, 1 × 1 = 1 relies on properties of the multiplication.
�ese properties are expressed by Peano axioms, which de�ne the theory of �rst-order arithmetic.

Example 1.12 (Peano arithmetic). �e theory of Peano arithmetic, that we write (PA), is obtained by
adding to the theory of equality the six axioms below:

(PA1)
(PA2)
(PA3)
(PA4)
(PA5)
(PA6)

∀x .(0 + x = x )
∀x .∀y.(s (x ) + y = s (x + y))
∀x .(0 × x = 0)
∀x .∀y.(s (x ) × y = (x × y) + y)
∀x .∀y.(s (x ) = s (y) ⇒ x = y)
∀x .(s (x ) , 0)

as well as the axioms of induction:

(PA7) ∀z1 . . . zn (A[x/0] ∧ ∀x .(A⇒ A[s (x )/x]) ⇒ ∀x .A)

for each formula A whose free variables are x ,z1, . . . ,zn . y

Finally, we have now at our disposal a theory in which we can indeed assert that 1 + 1 = 2

�eorem 1.13 (1+1=2). PA ` s (0) + s (0) = s (s (0))

Proof. We only sketch the proof in english, and let any circumspect reader derive the formal proof tree.
�e axiom PA2 implies that s (0) + s (0) = s (0 + s (0)) and PA1 implies that 0 + s (0) = s (0). Using the
axiom (E3) of equality, we deduced that s (0 + s (0)) = s (s (0)), and we conclude by transitivity of the
equality (E2). �

It is easy to check that expected properties of arithmetic are provable with these axioms, for instance
that the successor corresponds indeed to the addition of 1 (i.e. s (0)):

PA ` ∀x .x + s (0) = s (x )

or that the principle of strong induction holds:

PA ` ∀x .(∀y.(y < x ⇒ A(y)) ⇒ A(x )) ⇒ ∀xA(x )
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1.1.3.1 Gödel’s incompleteness

Unfortunately for Leibniz’s and Hilbert’s dream of an absolute truth, the notion of provability does not
meet this expectancy. Indeed, this syntactic concept of truth does not allow to decide of the truth of all
statements: some statements are neither provable nor provable. More precisely, as soon as a theory T
is expressive enough, either there is a closed formula G such that T 0 G and T 0 ¬G or the theory is
incoherent. �is is known as Gödel �rst incompleteness theorem [62], who managed to adapt the old
liar’s paradox:

“I am a liar”

to the theory of arithmetic. Roughly, Gödel de�ned an encoding p·q of the formulas and demonstrations
of �rst-order arithmetic to natural numbers10 �is encodings allows to convert the statement “A is a
theorem of T ” into the statement “x is the code of a theorem of T ”, which can be expressed as an
arithmetic formula. �is permits the de�nition of the following formula G:

G , ¬Th(pGq) (“ pGq is not the code of a theorem of T ”).

If T is coherent, T can not prove G, otherwise G would be a theorem and T would prove pGq is not
the code of a theorem of T . Neither can T prove ¬G, i.e. pGq is the code of a theorem, since G would
not be a theorem and T would be inconsistent.

To Hilbert’s claim “For us mathematicians there is no ‘Ignorabimus’[…] we shall know!”, Gödel’s
theorem somehow answers: “No, my dear, we won’t !”.

�eorem 1.14 (First incompleteness theorem). If T is coherent and contains PA, then T is incomplete.

1.2 Models

We shall now contemplate a semantic notion of truth, namely the satis�ability by a model. As explained
in the introduction, while a theory speci�es the axioms and rules that are to be satis�ed, giving an
axiomatic representation of the world, a model M of a theory T is the given of one possible world
in which all the theorems of T are satis�ed. If the distinction between the syntax and the semantics
of a sentence can be traced back to older works1, model theory as the study of the interpretation of a
language by means of set-theoretic structures is mostly based on Alfred Tarski’s truth de�nition [154].

Given a theory T , that is to say a language L together with a set of axioms and deduction rules, a
model is the given of a universe in which the language L is interpreted and of a relation of satis�ability
such that the interpretation of each theorem of T is satis�ed. Let us examine a simple example before
giving a formal de�nition.

Example 1.15. Consider the language of �rst-order arithmetic (Example 1.3), in a theory without
axioms (i.e. theorems are logical tautologies), and consider the statement:

∀x .(0 + x = x )

which is the �rst axiom (PA1) of Peano arithmetic. In this context, it is not an theorem, hence it can
be either true or false in a model. �e �rst natural interpretation we might come with is to choose as
universe the set � of natural numbers, to interpret ‘0’ by the natural 0, ‘+’ by the addition of natural

10You can think of this as an enumeration of every possible formulas and demonstrations. It corresponds to something like
0 is the code for >,1 is the code for ⊥,…, 42 is the code for the proof of the conjunction of formulas of code 5 and 7, etc… and
p∀x .∀y.x + y = 27q = 137668. �e key point is that every formula and demonstration have a code.

11Besides the aforementioned works on non-Euclidean geometries, Frege’s works can be pointed out: he formally intro-
duced the distinction between the character x and the quoted ‘x ’ to distinguish between the signi�ed and the signi�er.
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numbers and ‘ =′ by the equality on natural numbers. We write � � A to denote that � satis�es the
formula A, and we de�ne the satis�ability of the universal quanti�er by:

� � ∀x .A(x ) if and only if for all n ∈ �,� � A(n)

�en (PA1) is true with respect to this interpretation, since for any natural number n, � � 0 + n = n.
Now, we could also give a di�erent interpretation. Consider the setW of (�nite) words de�ned on

the usual alphanumeric alphabet ‘0−9,a−z’. We interpret 0 by the character 0, + by the concatenation
of words and = by the equality. We de�ne the satis�ability of the universal quanti�er in a similar way:

W � ∀x .A(x ) if and only if for all w ∈ W ,W � A(w )

�en (PA1) is false with respect to this interpretation: indeed, if we consider for instance the word
‘abc’, we have 0 + abc = 0abc , abc , i.e. W 2 0 + abc = abc . �us W does not satis�es (PA1):
W 2 ∀x .(0 + x = x ). y

Formally, given a language L , a pair (M,I) is said to be an L -structure if I maps the symbols
of L to appropriate elements ofM: function symbols are mapped to functions (of the corresponding
arity) and predicates are mapped to functional relations.M is called the universe of the structure, and
I its interpretation function.

De�nition 1.16 (Model). Given a L -structure, a formula A(m1, . . . ,mn ) with parameters inM is de-
�ned as a formula A(x1, . . . ,xn ) whose free variables x1, . . . ,xn have been substituted by elements
m1, . . . ,mn ofM. Finally, a L -structure (M,I) is said to be a model of a theory T if there is a relation
of satis�ability over formulas with parameters inM, such that every theorem of T are satis�ed byM.
�is relation is o�en denoted byM � A and reads A is valid (or true) inM orM satis�es A. y

In practice, the relation of satis�ability is de�ned primitively on atomic formulas and then by in-
duction on the structure of a formula. If the de�nition is adequate with the deductive system, then the
resulting relation de�nes indeed a model.

De�nition 1.17 (Adequacy). Let L be a language, T be a theory based on this language andM be
an L -structure.

• A judgment Γ ` A in T is adequate (w.r.t. to the modelM) if the validity of the premises (M � Γ)
entails the validity of the conclusion (M � A).

• More generally, we say that an inference rule

J1 · · · Jn
J0

is adequate (w.r.t. to the modelM) if the adequacy of all judgments J1, . . . , Jn implies the adequacy
of the typing judgment J0. y

Proposition 1.18. If all the axioms of a theory T are valid in a structure M, and if all its rules of
inference are adequate, thenM is a model of T .

Proof. Indeed, if there is a proof of a formula A in T , this proof is build out of axioms and inferences
rules. Since axioms are valid in M and inference rules are adequate w.r.t. M, by induction we get
that adequate judgments at every �oors of the tree. In particular, the root of the proof tree (T ` A) is
adequate, that is to say thatM ` A is valid. �is is true for every theorem of T , henceM is a model
of T . �

36



1.2. MODELS

In particular, if T is not coherent (i.e. T ` ⊥), then ⊥ is valid in any modelM. By contraposition,
this gives us a semantic criterion of coherency.

Corollary 1.19 (Coherence). If a theory T has a model M such that ⊥ is not valid in M, then T is
coherent.

Unlike for provability, in a model any statement is necessarily2 either satis�ed or not. Neverthe-
less, the same theory can admit very di�erent models, and a statement can be true in some of them,
false in others. �is justi�es the introduction of the notion of completeness, which corresponds to the
implication dual to soundness (which is the very de�nition of a model):

(Soundness)
(Completeness)

T ` A ⇒ M � A
M � A ⇒ T ` A

De�nition 1.20 (Completeness). A theory T is said to be complete with respect to a class of modelsM
if for all formula A, the satis�ability of A inM (M � A) for any such modelM implies the provability
of A in T (T ` A). y

We shall examine now some examples of models.

1.2.1 Truth tables

�e easiest model of all for propositional logic is known since the antiquity, and consists in a truth table
with only two elements3 > and ⊥. �e interpretation of the di�erent connectives is de�ned as internal
laws, whose values are given by the following truth tables:

p ∧ q

q
p > ⊥

> > ⊥

⊥ ⊥ ⊥

p ∨ q

q
p > ⊥

> > >

⊥ > ⊥

p ⇒ q

q
p > ⊥

> > ⊥

⊥ > >

p ¬p

> ⊥

⊥ >

Formally, given a propositional theory T this corresponds to a modelM = {>,⊥, } such that the
interpretation function maps every axioms (atomic propositions) to > and to the following de�nition
of the satis�ability relation :

M � >
M � A ∧ B if and only if M � A and M � B
M � A ∨ B if and only if M � A or M � B
M � A⇒ B if and only if M � A implies M � B
M � ¬A if and only if M 2 A

�is de�nition can be extended to judgments by de�ning:

M � A1, . . . ,An if and only if M � A1 ∧ · · · ∧An
M � Γ ` A if and only if M � Γ implies M � A

and it is easy to check that all the inference rules for propositional logic in Figure 1.1 are adequate.
Besides, it is worth noting that such a model always validates the excluded middle since:

M � A ∨ (¬A) ⇔ M � A orM � (¬A) ⇔ M � A orM 2 A

12�is actually means that we consider our meta-theory to be classical, but for the sake of simplicity, we do not want to
dwell on considerations about meta-theory here.

13Formally, we should call them True and False (or with any other names), which are elements of the model, so as to
distinguish them from > and ⊥, which are elements of the syntax and of whom they are the interpretations. We abuse the
notations in the same way for the logical connectives.
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1.2.2 Heyting algebra

Heyting algebras, named a�er the mathematician Arend Heyting, are a generalization of truth tables
for intuitionistic logic. �ey allow to interpret propositions in a partially ordered set that has more
than just two points, where the structure of ordering re�ects the logical behavior of connectives. �e
main intuition can be resumed by the mo�o:

“the higher an element is, the truer it is”

In particular, if x ≤ y and x is “true”, then so is “y”. Reading this order the other way around, x ≤ y
means than x is more precise (or contains more information, is more constrained) than y. Implica-
tive algebras, that we will present in Chapter 10, are a generalization of Heyting algebras (and of this
intuition).

De�nition 1.21 (La�ice). A la�ice is a partially ordered set (L,≤) such that every pair of elements
(a,b) ∈ L2 has a lower bound a ∧ b and an upper bound a ∨ b. y

�is de�nes two internal laws ∧,∨ : L2 → L, of which we can show4 that they ful�ll the following
properties:

• for all a,b ∈ L, a ∧ b = b ∧ a and a ∨ b = b ∨ a (Commutativity)
• for all a,b,c ∈ L, a ∧ (b ∧ c ) = (a ∧ b) ∧ c and a ∧ (b ∧ c ) = (a ∧ b) ∧ c (Associativity)
• for all a,b ∈ L, ∀a,b,a ∧ (a ∨ b) = a = a ∨ (a ∧ b) (Absorption )
• for all a,b ∈ L, a ≤ b ⇔ a ∨ b = b ⇔ a ∧ b = a (Consistency (w.r.t. ≤))

De�nition 1.22 (Heyting algebra). A Heyting algebra H is de�ned as a bounded la�ice (H ,≤) such
that for all a and b inH there is a greatest element x ofH such that

a ∧ x ≤ b

�is element is denoted by a → b, while the upper and lower bound of H are respectively wri�en >
and ⊥. y

It is worth noting that by de�nition we have:

a ∧ (a → b) ≤ b

that is, following our intuition, that b is “truer” than a ∧ (a → b). Indeed, if a and a → b are true, so
should be b according to the rule of modus ponens. Besides, a ∧ (a → b) is indeed more precise than
just b, in that it contains information that b has not.

Given a Heyting algebra, it su�ces to de�ne the interpretation of atomic formulas to get a model
of propositional intuitionistic logic. Assume that every atomic formula A is mapped to a truth value
|A| that is an element of H , so that every axiom is mapped to >. In the case of the theory NJ, this
requirement simply corresponds to the equation |>| = >. �en we can naturally extend the de�nition
of | · | to meet all the formulas:

|A ∧ B | , |A| ∧ |B |

|A ∨ B | , |A| ∨ |B |

|A⇒ B | , |A| → |B |

|¬A| , |A| → ⊥

and extend once again the de�nition to judgments by:

|A1, . . . ,An | , |A1 | ∧ . . . ∧ |An | |Γ ` A| , |Γ | → |A|

14�e lower bound a ∧b (resp. upper bound a ∨b) is de�ne as the biggest (resp. lowest) element being lower (resp. bigger)
than a and b: a∧b , min{c ∈ L : c ≤ a∧c ≤ b} . From this de�nition, it is an easy exercise to prove the expected properties.
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Finally, satis�ed formulas are de�ned as formulas whose truth value is >:

H � A if and only if |A| = >

It is easy to check that the rules of propositional logic are all adequate with this interpretation and thus
that this indeed de�nes a model.

Proposition 1.23 (Soundness). If H is a Heyting algebra and A a formula, then the provability of A
implies its validity inH :

(` A) ⇒ (H � A).

But more interestingly, intuitionistic logic has the property of being complete with respect to Heyt-
ing algebras. �is means that a formula that is satis�ed by any Heyting algebra is provable in natural
deduction.

Proposition 1.24 (Completeness). Let A be a formula. If for any Heyting algebraH , A is valid (H � A)
then A is provable:

(∀H .H � A) ⇒ (` A).

As a consequence, to know that a formula A is not provable in intuitionistic logic, it is enough to
�nd one Heyting algebra in which it is not valid. Besides, if there is also one model in which it is valid,
then the formula is independent: neitherA nor its negation ¬A are provable, and both theories obtained
by de�ning A or its negation are coherent, since they admit a model.

�is is for instance the case of the excluded-middle. Indeed, a truth table is a particular case of
Heyting algebra reduced to two values ⊥ and >, so that we already know a model in which A∨ (¬A) is
valid. We can easily construct a Heyting algebra in which it is not valid. Consider the la�ice {0, 1/2,1},
by de�nition of ∧,∨,⇒,¬, we get:

p ∧ q

q
p 0 1/2 1

0 0 0 0
1/2 0 1/2 1/2

1 0 1/2 1

p ∨ q

q
p 0 1/2 1

0 0 1/2 1
1/2 1/2 1/2 1
1 1 1 1

p → q

q
p 0 1/2 1

0 1 1 1
1/2 0 1 1
1 0 1/2 1

p ¬p

0 1
1/2 0
1 0

�is de�nes a Heyting algebraH1/2, where we can observe that 1/2∨ (¬1/2) = 1/2∨ (1/2→ 0) = 1/2∨0 = 1/2,
which invalidates the excluded-middle. So that for any formula A mapped to 1/2, the excluded-middle
is not satis�ed:

H1/2 2 A ∨ (¬A).

�is concludes the proof of the independence of the excluded-middle from intuitionistic logic.
Last but not least, Heyting algebras also provide a model for �rst-order (intuitionistic) logic, pro-

vided that they are complete as a la�ice.

De�nition 1.25 (Complete la�ice). A la�ice L is said complete when every subset A of L admits
a supremum, wri�en ∧

A, and an in�mum, wri�en ∨
A. A Heyting algebra H is complete if it is

complete as a la�ice. y

Given a complete Heyting algebra H , it is possible to construct a model for �rst-order logic. �e
interpretation of predicates and quanti�ers is de�ned as follows:

• any k-ary predicate P (x1, . . . ,xk ) is interpreted as a k-ary function Ṗ : H k → H , so that the
formulas with parameters P (m1, . . . ,mk ) is interpreted by:

|P (m1, . . . ,mk ) | = Ṗ (m1, . . . ,mk )
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• the universal quanti�er ∀ is interpreted as the in�mum over all possible instantiation of its vari-
able by an element ofH :

|∀x .A(x ) | =
∧
m∈H

|A(m) |

• the existential quanti�er ∃ is interpreted as the supremum over all possible instantiation of its
variable by an element ofH :

|∃x .A(x ) | =
∨
m∈H

|A(m) |

Observe that once again, this de�nition matches our intuition: ∀x .A(x ) is interpreted as an ele-
ment that is lower (and contains indeed more information) than every possible A(m); when ∃x .A(x ) is
interpreted as an element higher (and contains indeed less information) than every possible A(m).

1.2.3 Kripke forcing

Kripke models, introduced by Saul Kripke [90, 91], give another semantics for intuitionistic logic. �ey
are quite di�erent of Heyting algebras in that they are not based on a la�ice and, most importantly,
because the relation of satis�ability is de�ned in a very di�erent way. Besides, we will use an intuition
based on Kripke forcing in Chapter 6 (to de�ne the environment-passing style translation of a classical
call-by-need calculus), which also motivates their presentation in this section.

Intuitively, a Kripke model is a universe containing di�erent worlds. Every world contains a speci�c
information, and this information can only be re�ned in the future of this world. Each world is thus
connected to the possible worlds accessible from it, which all contain at least the same information.
We shall present another metaphor due to Van Dalen [159] a�er giving the formal de�nition of Kripke
models.

De�nition 1.26 (Kripke model). A Kripke model is a quadrupleM = (W ,≤,D,V ) where:

• W is a set of possible worlds,

• ≤ is a pre-order and denotes the relation of accessibility between worlds,

• D is a function that maps every world w to the set D (w ) of terms de�ned in it,

• V is a function that maps ak-ary predicate P (x1, ...,xk ) and a worldw to the set of tuple (t1, ...,tk ) ∈
D (w )k such that P (t1, ...,tk ) is true in w .

�e setW is supposed to be given with a distinguished world w0 ∈ W such that every other world
are accessible from it:

∀w ′ ∈ W ,w0 ≤ w ′

Furthermore, D and V are required to be monotonic in the sense that if an element is de�ned (resp. an
atomic formula holds) in a given world w , then it has to be de�ned in every world w ′ accessible from
w . Formally, for all w ,w ′ ∈W and any predicate P :

w ≤ w ′ ⇒ D (w ) ⊆ D (w ′) w ≤ w ′ ⇒ V (P ,w ) ⊆ V (P ,w ′)
y

Given a Kripke modelM = (W ,≤,D,V ), we de�ne a relation w  A that denotes the validity of
the formula A in the world w . We say that the world w forces A and we call  the forcing relation. �is
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w0

w1A

w0

w0w1 w2A B

w0

w1A(0) 0,1

0

M 2 A ∨ ¬A M 2 ¬(A ∧ B) ⇒ (¬A ∨ ¬B) M 2 (¬∀xA(x )) ⇒ ∃x .¬A(x )

(a) Excluded-middle (b) De Morgan’s law (c) (¬∀x .A) , (∃x .¬A)

Figure 1.2: Examples of Kripke counter-models

relation is de�ned by induction on the structure of formulas:

w  P (t1, ...tk ) , (t1, ...,tk ) ∈ V (P ,w )

w  A ∧ B , (w  A) ∧ (w  B)

w  A ∨ B , (w  A) ∨ (w  B)

w  A⇒ B , ∀w ′ ≥ w .w ′  A⇒ w ′  B

w  ¬A , ∀w ′ ≥ w .w ′ 1 A

w  ∀x .A(x ) , ∀w ′ ≥ w .∀d ∈ D (w ′),w ′  A(d ).

w  ∃x .A(x ) , ∃d ∈ D (w ),w  A(d )

w  Γ ` A , (∀C ∈ Γ,w  C ) ⇒ w  A

Finally, we say that a modelM satis�es a formula A (resp. a judgment Γ ` A) and writeM � A if and
only if w0  A.

Remark 1.27. Van Dalen describes Kripke models using a di�erent intuition. Rather than poorly
reformulating his point of view, we quote his metaphor as such (see [159, pp.12-13]):

�e basic idea is to mimic the mental activity of Brouwer’s individual, who creates all of math-
ematics by himself. �is idealized mathematician, also called creating subject by Brouwer, is
involved in the construction of mathematical objects, and in the construction of proofs of state-
ments. �is process takes place in time. So at each moment he may create new elements, and
at the same time he observes the basic facts that hold for his universe so far. In passing from
one moment in time to the next, he is free how to continue his activity, so the picture of his
possible activity looks like a partially ordered set (even like a tree). At each moment there is a
number of possible next stages. �ese stages have become known as possible worlds. Observe
that the ‘truth’ at a node w essentially depends on the future. �is is an important feature
in intuitionism (and in constructive mathematics, in general). �e dynamic character of the
universe demands that the future is taken into account. �is is particularly clear for ∀. If we
claim that “all dogs are friendly”, then one unfriendly dog in the future may destroy the claim.

y

�is semantics is also sound and complete with respect to intuitionistic logic, and allows to de�ne
very simple models that do not satisfy classical principles. We give as examples in Figure 1.2 counter-
models for the excluded-middle, the De Morgan’s law and the equivalence between ¬∀x .A and ∃x .¬A.
Once again, thanks to the completeness of Kripke models, this is enough to prove that these principles
(which all hold in the two-points Heyting algebra) are independent from intuitionistic logic.

1.2.4 �e standard model of arithmetic

Lastly, we shall introduce brie�y the standard model of arithmetic. �is model is de�ned as the L -
structure (where L refers to the language of arithmetic) whose domain is the set� of natural numbers

41



CHAPTER 1. LOGIC

and in which each symbol of L is interpreted canonically (the symbol ’0’ is interpreted by 0, the symbol
’s’ by the function n 7→ n + 1, and so on). Abusing the notation, this L -structure build on the set �
is itself wri�en �. Formally, to each closed term t of the language L is associated a natural number
Val(t ), called the value of t . �is value is de�ned inductively on the structure of t by:

Val(0) , 0
Val(s (t )) , Val(t ) + 1

Val(t + u) , Val(t ) + Val(u)
Val(t × u) , Val(t ) Val(u)

and satis�es that for all n ∈ �, Val(n) = n, where n = sn (0). �e satis�ability relation� � A is de�ned
again by induction on the structure of A by:

� � t = u , Val (t ) = Val (u)
� 2 ⊥
� � A⇒ B , � 2 A ∨� � B

� � A ∧ B , � � A ∧� � B

� � A ∨ B , � � A ∨� � B

� � ∀x .A , for all n ∈ �, � � A[n/x]

It is easy to show that this indeed de�nes a model of Peano arithmetic, and in particular that it entails
its consistency. Yet, it should be observed that this de�nition is in�nitary, since the interpretation of
∀x .A requires to know the interpretation of A[n/x] for all n ∈ �. �is implies that the meta-theory
in which we reason needs to account for mechanisms allowing to construct in�nitary objects and to
reason on them. For instance, this is not possible within Peano arithmetic, where all the objects are
�nite natural numbers. Hence Peano arithmetic a priori cannot prove its own consistency, at least by
this way. Gödel actually closed the problem with his second incompleteness theorem, which states that
a consistent theory T containing (PA) cannot prove its own consistency unless it is inconsistent.
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2- �e λ-calculus

2.1 �e λ-calculus

In the previous section, we introduced the concepts of logic and proofs. We shall now present the
notion of programs and computations through the so-called λ-calculus. �e λ-calculus is indeed to be
understood as a minimalistic programming language: on the one hand, it is as powerful as any other
programming language, and on the other hand, it is de�ned by a very simple syntax which makes it
very practical to reason with.

�e λ-calculus was originally introduced in 1932 by Church [25] with the aim of providing a foun-
dation for logic which would be more natural than Russell’s type theory or Zermelo’s set theory, and
would rather be based on functions1. While his formal system turned out to be inconsistent, funda-
mental discoveries were made at this time on the underlying pure λ-calculus. In particular, it gave
a negative answer to Hilbert’s long-standing Entscheidungsproblem for �rst-order logic: Church �rst
proved in [27] that the convertibility problem for pure λ-calculus was recursively undecidable, then he
deduced that no recursive decision procedure existed for validity in �rst-order predicate logic [26].

2.1.1 Syntax

�e syntax of the λ-calculus is given by the following grammar:

t ,u ::= x | λx .t | t u

Rather than programs, we speak of λ-terms or simply of terms, and denote by Λ the set of all terms. �e
three syntactic categories of terms can be understood as follows:

• the term x designates a variable (and is formally taken among an alphabet of variables V), just
as the x is a variable in the mathematical expression x2;

• λx .t is a function waiting for an argument bound by the variable x , where t , the body of the
function, is a term depending on x . �e working mathematician can think of λx .t as a notation
for the function x 7→ t (x ).

• t u is the application of the term t to the term u.

While the notations might seem a bit puzzling at �rst sight, they have the huge bene�ts of unveiling
the idea of free and bound variables. Consider for instance the term λx .yx . �e variable x occurs twice,
and each occurrence plays a di�erent role: in ‘λx .’, x declares the expected parameter x (we speak of
binding occurrence); in ‘yx ’, x refers to the previously de�ned parameter (we speak of bound occurrence.
As it is used to bind variables, the constructor λ is also called a binder. Back to our example, unlike the
variable x , the variable y occurs freely in the term λx .yx . �is is formally expressed by the fact that y
belongs to the set of free variables of this term, whose de�nition is given herea�er.

1�is has the advantage of avoiding the use of free variables, for reasons Church explained in [25, pp. 346–347].
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De�nition 2.1 (Free variables). �e set FV (t ) of free variables of the λ-term t is de�ned by induction
over the syntax of terms:

FV (x ) = {x } FV (λx .t ) = FV (t )\{x } FV (tu) = FV (t ) ∪ FV (u)

A variable x is said to be free in t if x ∈ FV (t ). y

Remark 2.2. We consider application to be le�-associative, that is that t u r abbreviates (t u) r . We also
consider that application has precedence over abstraction: λx .t u is equivalent to λx .( tu). We might
sometimes mark application by parentheses (t )u to ease the reading of terms. Finally, we will o�en use
the notation λxy.t as a shorthand for λx .λy.t (and λxyz.t for λx .λy.λz.t , etc). y

2.1.2 Substitutions and α-conversion

Before going any further, we need to say a word about α-equivalence. Consider for instance the terms
λx .x and λy.y. As explained before, they correspond respectively to the functions x 7→ x and y 7→ y,
of which any mathematician would say that they are the same. In practice, they are the same up to
the renaming of the bound variable x by y. Whenever two terms are the same up to the renaming of
bound variables, we say that they are α-equivalent. For instance, the terms (λx .x )λy.y and (λx .x )λx .x
are α-equivalent while λxy.y x and λxy.x y are not. �is observation might seem meaningless from a
mathematical point of view, since α-equivalent functions represent the same function. But from the
point of view of programming language, this is much more subtle since two α-equivalent programs are
di�erent syntactic objects. When it is possible we will always reason up to α-equivalence, but we will
see in Chapter 6 that it is not always possible to avoid considering this question.

Remark 2.3 (Integrals and α-conversion). �e reader inclined towards mathematical analogies can
think of integrals as a good example for α-conversion (and binding of variables). For instance, the
integrals

∫ t
0 f (x )dx and

∫ t
0 f (y)dy are the same (α-equivalent) since one can pass from one to the

other by renaming the bound variable x in y (or the other way round). y

�is being said, we can now speak of substitution. Just as we de�ned it for �rst-order variables
in formulas (De�nition 1.6), we need to de�ne the substitution of variables by λ-terms. Once more,
substitution is a notion that is o�en taken for granted in mathematics. For instance, considering the
polynomial P (x ) = x2+3x+1, P (2) is P (2) = 22+3×2+1, that is to say P (x ) in which 2 substitutes x , but
substitution of a variable by an expression is never properly de�ned. �is is �ne as long as substitution
is to be performed by human beings, since it is highly intuitive. However, when it comes to computers,
this has to be precisely de�ned.

De�nition 2.4 (Substitution). �e substitution of a variable x in a term t byu, wri�en t[u/x], is de�ned
inductively on the structure of t by:

x[u/x] , u

y[u/x] , y

(λy.t )[u/x] , λy.(t[u/x])
(λx .t )[u/x] , λx .t

(t t ′)[u/x] , (t[u/x]) (t ′[u/x])

(if x , y,y < FV (u))

y

It is worth noting that substitutions of the shape (λy.t )[u/x] are blocked wheny , x andy ∈ FV (u).
For that ma�er, since we reason up to α-equivalence and it is clear that λx .x and λy.y are α-equivalent,
we can perform (λy.y)[u/x] which is equal to λy.y (i.e. λx .x ).
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2.1.3 β-reduction

We said that λ-terms were our model for programs, we shall now see how they compute. As a ma�er
of fact, computation is quite simple to understand since that it is de�ned by one unique rule. �is rule
is called the β-reduction and corresponds to mathematical application of a function to its argument.
Consider for instance a polynomial P (x ), if you apply a function x 7→ P (x ) to the integer 2, you want
to “compute” to P (2), that is P (x ) in which x has been substituted by 2. More generally, if you apply
x 7→ P (x ) to some term n (think for instance of n = f (2) for some function f ), you expect to get P (n)
(or P ( f (2))), that is P (x ) in which x has been substituted by n. �e β-reduction is de�ned accordingly:
when a function λx .t is applied to a term u, it reduces to t[u/x]. �is reduction rule is formally wri�en:

(λx .t )u 1−→β t[u/x]

where the 1 denotes the fact that this reduction is performed in one step. �e term (λx .t )u is called
a redex since it gives rise to a step of reduction. �e full β-reduction, wri�en −→β , is de�ned as the
contextual and re�exive-transitive closure of this rule:

• �rst we extend to contextual reduction (i.e. reduction within terms):

t u 1−→β t ′u
t u 1−→β t u ′

λx .t 1−→β λx .t ′

(if t 1−→β t ′ )
(if u 1−→β u

′ )
(if t 1−→β t ′ )

• second we take the re�exive-transitive closure (i.e. consider an arbitrary number of step of re-
ductions):

t 0−→β u , t = u

t n+1−→β u , ∃t ′ ∈ Λ,t 1−→β t ′ ∧ t ′
n
−→β u

t *−→β u , ∃n ∈ �,t
n
−→β u

t −→β u , t *−→β u

Remark 2.5 (Contexts). �e contextual closure of β-reduction can also be done by de�ning evaluation
contexts C[] and by adding the rule:

C[t] 1−→β C[t ′] ( if t 1−→β t ′)

�e contexts corresponding to the full β-reduction are given by the following grammar:

C ::= [ ] | C u | t C | λx .C

�e use of contexts is a common and useful tool to specify reduction rules. y

Remark 2.6 (Reduction vs. equality). A major di�erence with mathematics is to be mentioned: if t
reduces to u, we do not consider that t is equal to u. To carry on the comparison with mathematics,
here we are somehow considering that 2+ 3 −→ 5 and not that 2+ 3 = 5. In other words, computation
ma�ers.

Nevertheless, we could still de�ne an equality =β as the symmetric-transitive closure of the full
β-reduction −→β (or equivalently as the smallest equivalence relation containing −→β ). �is equality
is usually called β-equivalence. y

Now, let us consider the following λ-terms:

S = λxyz.x z (y z)
C = λxy.x y
I = λx .x

and de�ne t = S (I C ) (I I ) (C I ). It is an easy exercise to check that this term reduces to I , and it
is interesting to observe that there are di�erent ways to reduce t to obtain the result. �is simple
observation carries in fact two fundamental concepts: determinism and con�uence.
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De�nition 2.7 (Determinism). A reduction −→ is said to be non-deterministic if there exists a term t
and two termsu,u ′ such thatu , u ′ and t 1−→ u and t 1−→ u ′. �is situation can be visually represented
by:

t

u ′u

A reduction is said deterministic if it does not admit any such situation. y

De�nition 2.8 (Con�uence). A reduction −→ is said to be con�uent if whenever for any terms t ,u,u ′
such that t −→ u and t −→ u ′, there exists a term r such that u −→ r and u ′ −→ r . Visually, this can
be expressed by:

t

u ′u

r

y

�e full β-reduction is clearly non-deterministic, but it is also con�uent. �is property is funda-
mental in order to consider the λ-calculus as a suitable model of computation: it ensures that if an
expression may be evaluated in two di�erent ways, both will lead to the same result.

Example 2.9 (Arithmetical operations). Con�uence is an obvious property of arithmetical operations.
For instance, we could turn the computational axioms (PA1-PA4) of �rst-order arithmetic into reduction
rules:

0 + x 1−→ x
s (x ) + y 1−→ s (x + y)

0 × x 1−→ 0
s (x ) × y 1−→ (x × y) + y

(for all x ∈ �)
(for all x ,y ∈ �)
(for all x ∈ �)

(for all x ,y ∈ �)

�en, taking the contextual and transitive closures of this reduction, we can prove that it is con�uent.
�is is nothing more than the well-known fact that to compute the value of an arithmetic expression,
one can compute any of its subexpression in any order to get the �nal result. y

�eorem 2.10 (Con�uence). �e β-reduction is con�uent.

Proof. �e proof of this result can be found for instance in [11]. �

Finally, the λ-calculus is a model of computation (just like Turing machines) since any computation
can be done using its formalism. Of course, this raises the question of de�ning what is a computation.
We will not answer to this question here (there is plenty of literature on the subject), but we should
mention that the de�nition of Turing-completeness is in fact simultaneous to the proof of Turing-
completeness of the λ-calculus [155].

�eorem 2.11 (Turing-completeness). �e λ-calculus and Turing machines are equivalent, that is, they
can compute the same partial functions from � to �.
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2.1.4 Evaluation strategies

One way to understand the property of con�uence is that whatever the way we choose to perform a
computation, it will lead to the same result. �us we can actually choose any strategy of reduction.
Indeed, when it comes to implementation, one has to decide what to do in the case of a critical pair
and has roughly three choices: go to the le�, go to the right or �ip a coin. An evaluation strategy is a
restriction of the full β-reduction to a deterministic reduction. We will mainly speak of three evaluation
strategies in this manuscript, which are respectively called call-by-name, call-by-value and call-by-need.
In a nutshell, when applying a function λx .t to a term u (which might itself contain redexes and be
reducible):

• the call-by-name strategy will directly substitute x by u to give t[u/x];

• the call-by-value strategy will �rst reduce u, try to reach a value2 V and if so, substitute x by V
to give t[V /x];

• the call-by-need strategy will substitute x by a shared copy of u, and in the case where u has to
be reduced at some point (is “needed”), it will reduce it and share the result of the computation.

If you think of a multivariate polynomial P (x ,y) wherey does not occur, for instance P (x ,y) = 2x2+x+1,
and you want to compute the result of the application of the function x 7→ P (x ,y) to 2+ 3. �e call-by-
name strategy will perform the substitution and give 2× (2+3)2+ (2+3)+1 (and then reduce 2+3 to 5
twice), while the call-by-value strategy will reduce 2+ 3 to 5 and then perform the substitution to give
2 × (5)2 + 5 + 1. �e call-by-need strategy is slightly more subtle and will somehow reduce to a state
2x2 + x + 1 with the information that x = 2 + 3. �en, since x is “needed”, it will reduce x = 2 + 3 to
x = 5, and then �nish the computation. When applying the function y 7→ P (x ,y) to 2 + 3, since y does
not appear in P (x ,y), neither the call-by-name nor the call-by-need strategies will compute 2 + 3. On
the contrary, the call-by-value strategy will compute 2+3 it anyway before performing the substitution
of y by 5 to reduce to the same expression 2x2 + x + 1.

�ese three evaluation strategies will be discussed more formally in the sequel, so that we delay
their formal introduction to Chapter 4 for call-by-name and call-by-value, and to Chapter 5 and 6 for
call-by-need.

2.1.5 Normalization

When we evoked the call-by-value evaluation strategy in the previous section, we said that to reduce a
redex (λx .t )u it would try to reduceu to a value. Indeed, it is not always the case that a term reduces to
a value, or more generally that a reduction ends. Indeed, consider for instance the following λ-terms:

δ , λx .x x Ω , δ δ

and try to reduce Ω. You will observe that Ω −→β Ω −→β . . . , so that the reduction never stops and
never reaches a value. �is terms is said to be non-terminating, non-normalizing or diverging. More
surprisingly, if we consider the λ-term t , (λxy.x ) I Ω, we can observe that if we reduce the rightmost
redex in Ω, we will obtain t −→β t −→β . . . . If we start by reducing the le�most redex, we will get
(λy.I ) Ω, then we can still reduce it to itself by reducing the redex in Ω, or get I . To sum up, we are in
front of the following situation:

2�e notion of value depends on the choice of reduction rules and will be more formally de�ned in the future. Most of the
time, the set of valuesV is de�ned by: V ::= x | λx .t . For the moment, you can think of it as a term that is reduced enough to
know how to drive the computation forward: a variable blocks the computation, while a function is demanding an argument.
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(λxy.x ) I Ω (λxy.x ) I Ω (λxy.x ) I Ω . . .

(λy.I ) Ω (λy.I ) Ω (λy.I ) Ω . . .

I

1

1 1

1 1

1

1 1

1 1

which can be compacted into:

(λxy.x ) I Ω (λy.I ) Ω I
1

n n

1

In this example, we see that the reduction term t can either loop forever on t or (λy.I ) Ω, or reduce to
I that is not reducible. �is term is said to be weakly normalizing, because there exists a reduction path
which is normalizing, and others which do not terminate.

De�nition 2.12 (Normalization). A term t is said to be in normal form if it can not be reduced, that is if
it does not contain any redex. A reduction path normalizes if it ends on a term in normal form. A term
is said to be strongly normalizing if all its reduction paths normalize. It is called weakly normalizing if
there is one reduction path which normalizes. y

Example 2.13. �e terms I and I I are strongly normalizing, the term (λx .I ) Ω is weakly normalizing
and Ω is not normalizing. y

2.1.6 On pureness and side-e�ects

�e λ-calculus is said to be a purely functional language. �is designation refers to the fact that it
behaves like mathematical functions: when computing the application of a function to its arguments,
the result of the computation only depends on the arguments. In particular, it does not depend of an
exterior state (like a memory cell, the hour or the temperature of the room, etc…). Neither does it modify
any such state nor does it write in a �le or print things on a screen. As opposed to pure computations,
a computation with side-e�ects refers to a computation which modi�es something else than its return
value. For instance, if we de�ne the following programs in pseudo-code:

program b l a ( a ) :
r e t u r n a +2

program b l i ( a ) :
p r i n t ( 4 2 )
r e t u r n a +2

program b l o ( a ) :
b : = a
r e t u r n a +2

then bla is a purely functional program, whereas bli and blo are not. Indeed, bli prints 42 and blo
assigns a value in a global state b, and both operations are side-e�ects.

Even though we explained that any computation could be performed in the formalism of the pure λ-
calculus, side-e�ects are not computable as such. Yet, they can be simulated by means of computational
translations. In a few words, for a given e�ect, there is a corresponding translation ~·� which embeds
the whole λ-calculus Λ into a fragment ~Λ� ⊂ Λ in which everything works like if this side-e�ect was
computable.

~Λ�

Λ
• t

•~t�

48



2.2. THE SIMPLY-TYPED λ-CALCULUS

(x : A) ∈ Γ
Γ ` x : A (Ax)

Γ,x : A ` t : B
Γ ` λx . t : A→ B

(λ) Γ ` t : A→ B Γ ` u : A
Γ ` t u : B (@)

Figure 2.1: Simply-typed λ-calculus

For instance, for the print operation, you can think of a translation such that every term t is translated
into a function ~t� taking a printing function in argument and computing more or less like t . �en,
within ~Λ�, it becomes possible to use a printing operation since every term has one at hand. Besides,
every computation that was possible in Λ is reproducible through the translation in ~Λ�, so that the
Turing-completeness is not a�ected.

In Section 8.3, we will present formally the case of continuation-passing style translation which
enables us to simulate backtracking operations.

2.2 �e simply-typed λ-calculus

If we look closer at the diverging term Ω and try to draw a analogy with a mathematical function, we
remark that there is no simple function equivalent to its constituent δ . Indeed, such a function would be
x 7→ x (x ) and would require to be given an argument that is both a function and an argument for this
function. A way of analyzing more precisely the impossibility is to reason in terms of types. �e type
of a mathematical element is the generic set to which it belongs, for instance � for a natural number,
� for a real or�→ � for a function from integers to integers. Assume for instance that the argument
x is of type T . As x is applied to itself, it means that x is also a function of type T → U for some type
U , hence we would haveT = T → U . If you think of this in terms of integers and functions, this would
require for instance an equality as � = �→ �, which does not hold.

�e formal idea underlying this intuition is the notion of simple type. �e grammar of simple types
is given by:

T ,U ::= X | T → U (X ∈ A)

whereA is a set of atomic types. An atomic type intuitively represents a base type (as�), whileT → U
is the type of functions from T to U .

De�nition 2.14 (Type system). A typing judgment is triple (Γ,t ,T ) wri�en Γ ` t : T which reads “t
has type T in the context Γ” and where the typing context Γ is a list of pairs of the forms x : T (with
x a variable and T a type). �is hypothesis means that the variable x is assumed of type T . Formally,
typing contexts are de�ned by:

Γ,Γ′ ::= ε | Γ,x : T
where we assume that a variable x occurs at most once in a context Γ. A type system allows to assign a
type to term by means of typing rules, which are simply de�ned as inference rules whose premises and
conclusion are typing judgments, and a typing derivation is a derivation using typing rules. y

Given a type system, we say that a term t is typable if there exists a type T such that the typing
judgment ` t : T is derivable. �e simply-typed λ-calculus is the restriction of λ-calculus to the set of
terms that are typable using the type system described in Figure 2.1.

Remark 2.15 (Untypability of Ω). �e typing rules are in one-to-one correspondence with the syntactic
categories of the λ-calculus. �is implies that the only possible way to type δ = λx .xx would be along
a derivation of this shape:

?
x :?A ` x :?C →?B (Ax) ?

x :?A ` x :?C (Ax)

x :?A ` xx :?B (@)

` λx .xx :?A→?B
(λ)
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where we mark all the hypothetical types with a question mark. In details, we �rst would have to
introduce an arrow of type ?A →?B for some types ?A and ?B, resulting in an hypothesis x :?A. �en
we would necessarily have to type the application xx :?B, which requires to type x (the argument) with
a type ?C and x (the function) with the type ?C →?B. Since the only available hypothesis on x is x :?A,
this implies that ?C =?A and that ?C =?A→?B. Since the syntactic equality ?A =?A→?B do not hold,
this is impossible. �us δ and Ω are not typable. y

We can check that the type system follows our intuition, since a term λx .t is indeed typed byT → U
provided that the term t is of typeU if x is of typedU . Similarly, if t is of typeT → U andu is of typeT ,
then the application t u is of type U , just as the application of a function of type � → � to an integer
has the type �. However, the fact that a term t has a type T → U does not mean that it is of the form
λx .t ′. It is rather to be understood as the fact that t can be reduced to a term of this shape. �is is
stressed by the following fundamental results, that express that typing is preserved through reduction
and that typable terms are normalizing.

Proposition 2.16 (Subject reduction). If t is a term such that Γ ` t : T for some context Γ and some type
T , and if besides t −→β u for some term u, then Γ ` u : T .

Proof. By induction on the reduction rules, it mostly amounts to showing that substitution preserves
typing, that if Γ,x : T ` t : U and Γ ` u : T , then Γ ` t[u/x] : U . �e la�er is proved by induction on
typing rules. �

�eorem 2.17 (Normalization). If t is a term such that Γ ` t : T for some context Γ and some type T ,
then t strongly normalizes.

Proof. A proof of this result can be found in [13]. We will use very similar ideas in the next chapters to
prove normalization properties. �

�ese two results are crucial when de�ning a calculus. Subject reduction is sometimes called type
safety, since it ensures that typability is not a�ected by reduction. �e normalization is also a property
of security for a language: it guarantees that any (typed) computation will eventually terminate. �is
is why these properties will be milestones (or grails, depending on the di�culty of proving them) for
the various calculi we study in Chapter 5 to 8.

2.3 �e Curry-Howard correspondence

If, hypothetically, one day a reader starts this manuscript without any knowledge of the Curry-Howard
correspondence and arrives at this point, she is about to be rewarded by learning something wonderful.
�e Curry-Howard correspondence is based on a very simple observation [78]. If you compare the
following propositional logical rules:

A ∈ Γ
Γ ` A

(Ax)
Γ,A ` B

Γ ` A⇒ B
(⇒I )

Γ ` A⇒ B Γ ` A
Γ ` B

(⇒E )

with the typing rules we just de�ned:

(x : A) ∈ Γ
Γ ` x : A (Ax)

Γ,x : A ` t : B
Γ ` λx . t : A→ B

(λ) Γ ` t : A→ B Γ ` u : A
Γ ` t u : B (@)

you will observe a striking similarity. �e structure of these rules is indeed exactly the same, up to the
presence of λ-terms in typing rules. In addition to seeing λ-terms as terms representing mathematical
functions, we can thus also consider them as proof terms. Take for instance the rule (λ), it can be read:
if t is a proof of B under the assumption of a proof x of A, then λx .t is a proof of A⇒ B, that is a term
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waiting for a proof of A to give a proof of B. Similarly, the rule (@) tells us that if t is a proof of A⇒ B
and u is a proof of A, then t u is a proof of B, which is exactly the principle of modus ponens.

Based on this observation, for now on we will identify the two arrow connectives⇒ and→, and
we consider that types are propositional formulas and vice versa. �is is schematically represented by
the following informal diagram:

FormulasTypes

Proofsλ-terms

�is correspondence is sometimes also called the Curry-Howard isomorphism (since typing rules
and logical rules are in one-to-one correspondence) or the proof-as-program interpretation. �is obser-
vation, which is somewhat obvious once we saw it, is actually the cornerstone of modern proof theory.
�e bene�ts of this interpretation are two-ways. From proofs to programs, many logical principles can
be revisited computationally. A famous example of this is Gödel negative translation which compu-
tationally corresponds to continuation-passing style translation (see Section 4.3.2). But the other way
round is the more interesting3: enrich our comprehension of logic from programming principles. �is
is one of the motivation to extend this correspondence.

2.4 Extending the correspondence

2.4.1 λ×+-calculus

As we saw, the simply-typed λ-calculus is in correspondence with a fragment of propositional logic
that is called minimal logic. To recover a full interpretation of propositional logic, we need to give
a computational content to the connective ∧ and ∨. �e natural way4 of doing this is to enrich the
calculus with new syntactic constructions which have the expected typing rules. If we consider for
example the rules for the conjunction:

Γ ` A Γ ` B
Γ ` A ∧ B

(∧I )
Γ ` A ∧ B
Γ ` A

(∧1
E )

Γ ` A ∧ B
Γ ` B

(∧2
E )

we see on the introduction rule that the corresponding should be able to compose a proof of A and
a proof of B to get a proof of A ∧ B. �is naturally corresponds to a pair (t ,u) of proofs (and to the
type A × B), while the elimination rules, allowing to extract a proof of A (or B) from a proof of A ∧ B,
naturally lead us to the �rst and second projection π1 and π2. We can then extend the syntax to de�ne
the λ×-calculus (or λ-calculus with pairs):

t ,u ::= x | λx .t | t u | (t ,u) | π1 (t ) | π2 (t )

�is also induces two new reductions rules when projections (the destructor) are applied to a pair (the
constructor):

π1 (t ,u)
1−→β t π2 (t ,u)

1−→β u

3For this reason, we prefer the name of proof-as-program correspondence.
4We will see in the next chapter (Section 3.3.1.1) that another solution consists in encoding the connective in the logic

and transporting this encoding to λ-terms. In the case of conjunction, this corresponds to the usual encodings of pairs and
projections: (t ,u) , λx .xtu, π1 (t ) , λxy.x and π2 (t ) , λxy.y.
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and the following typing rules:

Γ ` t : A Γ ` u : B
Γ ` (t ,u) : A × B

(∧I )
Γ ` t : A × B
Γ ` π1 (t ) : A

(∧1
E )

Γ ` t : A × B
Γ ` π2 (t ) : B

(∧2
E )

Similarly, we can add pa�ern-matching to meet the disjunction rules. �is consists again in three
steps. First, we extend the syntax with le� and right injections ι1 (t ) and ι2 (t ) and pa�ern matching
match t with [x 7→ u1 | y | u2]:

t ,u ::= · · · | ι1 (t ) | ι2 (t ) | match t with [x 7→ u1 | y 7→ u2]

Second, we de�ne the reduction rules for the case where we apply the disjunctive destructor to one of
the constructor:

match ι1 (t ) with [x 7→ u1 | y 7→ u2] 1−→β u1[t/x]
match ι2 (t ) with [x 7→ u1 | y 7→ u2] 1−→β u2[t/x]

Last, we add the expected typing rules:

Γ ` t : A
Γ ` ι1 (t ) : A + B

(ι1)
Γ ` t : B

Γ ` ι2 (t ) : A + B
(ι2)

Γ ` t : A + B Γ,x1 : A ` u1 : C Γ,x2 : B ` u2 : C
Γ ` match t with [x 7→ u1 | y 7→ u2] : C

(match)

�e resulting calculus, called the λ×,+-calculus, still satis�es the property of subject reduction and ty-
pable terms are also normalizing. We have thus extended the matching of types and formulas to con-
junction and disjunction, to obtain the following correspondence:

Types Formulas
→ ⇒

× ∧

+ ∨

2.4.2 Entering the cube

Up to now, we stressed the link between the simply-typed λ-calculus and minimal logic, and between
the λ×,+-calculus and propositional logic. We can actually add some entries to our table of correspon-
dence for other logical systems:

Calculus Logical system

simply-typed λ-calculus minimal logic

λ×+ -calculus propositional logic

λΠ -calculus �rst-order logic

System F second-order logic

We will not introduce formally the λΠ-calculus or System F (which is also referred to as λ2) at
this stage. We mention them, amongst others, because we will use variants of these calculi in the
next chapters, and more importantly to give an overview of the possible �avors of extensions for the
simply-typed λ-calculus.
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�e λ-cube, introduced by Barendregt [12], presents a broader set of calculi extending the simply-
typed calculus:

λω λΠω

λ2 λΠ2

λω λΠω

λ→ λΠ

On each axis of the cube is added a new form of abstraction:

• the vertical axis adds the dependency of terms in types,
• the horizontal axis adds the dependency of types in terms,
• the last axis adds the dependency of types in types.

For instance, terms of the λ2-calculus can take a type in argument, making the calculus polymorphic.
Roughly, this means that we can generalize the simply-typed identity λx .x of type � → � or A → A
into a term of type ∀X .X → X (where X is an abstraction over types). On the opposite, types of the
λΠ-calculus can depend on a term, allowing intuitively the de�nition of a type Vect(n) of “tuple of
integers of size n” and of a term of type ∀n.Vect(n).

2.4.3 Classical logic

A notable example of extension in the proof-as-program direction is due to Gri�n in the early 90s [63].
He discovered that the control operator call/cc (for call with current continuation) of the Scheme
programming language could be typed with Peirce’s law:

` call/cc : ((A→ B) → A) → A
(cc)

In particular, this typing rule is sound with respect to the computational behavior of call/cc, which
allows terms for backtracking. We leave detailed explanations about this fact for the next chapter
(Section 3.2), but this discovery was essential to mention already in this chapter.

Indeed, as Peirce’s law implies, in an intuitionistic framework, all the other forms of classical rea-
soning (see Section 1.1.2.1), this discovery opened the way for a direct computational interpretation of
classical proofs. But most importantly, this lead to a paradigmatic shi� from the point of view of logic.
Instead of trying to get an axiom by means of logical translations (e.g. negative translation for classi-
cal reasoning), and then transfer this translation to program along the Curry-Howard correspondence
(e.g. continuation-passing style for negative translation), one could rather try to add an operator whose
computational behavior is adequate with the expected axiom. �is is one of the underlying mo�o of
Krivine classical realizability that we will present in the next chapter.

In the spirit of the Curry-Howard correspondence, if an extension of the λ-calculus is to bring more
logical power, it should come thanks to more computational power. �is is for instance the case of
side-e�ects (such that backtracking, addition of a store, exceptions, etc…), that the pure λ-calculus does
not handle directly. So that we can add the following entry in the proof-as-program Rose�a Stone5:

Computation Logic

side-e�ects new reasoning principles

5We do plead guilty to stealing the Rose�a Stone from Pédrot’s PhD thesis [134].
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�is thesis is in line with this perspective. Half of if (Part II) is precisely dedicated to the study of a
calculus which, by the use of side-e�ects and extension of the λ-calculus, allows to derive a proof of the
axiom of dependent choice. �e other half (Part III) is devoted to the study of algebraic models which
arise from the interpretation of logic through classical realizability.
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3- Krivine’s classical realizability

�is chapter aims at being a survey on Krivine’s classical realizability. Our intention is twofold. On
the one hand, we recall in broad lines the key de�nitions of Krivine’s classical realizability, and we
take advantage of this to introduce some techniques that we use in the sequel of this thesis. On the
other hand, we present standard applications of Krivine realizability to the study of the computational
content of classical proofs and to models theory. �ese applications are again loosely introduced, with
references pointing to articles where they are presented more in details. Nonetheless, we hope that this
overview justi�es our interest in the topic and in particular the third part of this manuscript, which is
dedicated to the study of algebraic structures for Krivine realizability.

3.1 Realizability in a nutshell

3.1.1 Intuitionistic realizability

�e very �rst ideas of realizability are to be found in the Brouwer-Heyting-Kolmogoro� (BHK) in-
terpretation, which was in fact anterior to its actual formulation, done independently by Heyting for
propositional logic [73] and Kolmogoro� for predicate logic [89]. �e BHK-interpretation gives the
meaning of a statement A by explaining what constitutes an evidence1 while ‘evidence of A’ for logi-
cally compound A is explained by giving evidences of its constituents. For propositional logic:

1. a evidence of A ∧ B is given by presenting a evidence of A and a evidence of B;
2. a evidence of A ∨ B is given by presenting either a evidence of A or a evidence of B (plus the

stipulation that this evidence is presented as evidence for A ∨ B);
3. a evidence of A→ B is a construction which transforms any evidence of A into a evidence of B;
4. absurdity ⊥ (contradiction) has no evidence; a evidence of A→ ⊥ is a construction which trans-

forms any evidence of A into a evidence of ⊥.

In this de�nition, notions such as “construction”, “transformation” or the very notion of “evidence”
can be understood in di�erent ways, and indeed they have been. Intuitionistic realizability can precisely
be viewed as the replacement of the notion of “evidence” by the formal notion of “realizer”, which, again,
can be de�ned in di�erent ways. �e original presentation of realizability, due to Kleene [88], de�ne
realizers as computable functions. Each function φ is in fact identi�ed to its Gödel’s number2 n, and
“transformation” is de�ned by means of function application. Kleene’s de�nition can be reformulated3

as follows:
1We voluntarily use the terminology of “evidence” instead of “proof”, to which we already gave a syntactic meaning.

Besides, if we regard the BHK-interpretation of propositions with the λ-calculus in mind, we observe that evidences of A
correspond to “values” of type A rather than “proofs”.

2In practice, any other enumeration of computable functions do the job just as well, that is to say that encoding is irrelevant
to the principle of Kleene’s realizability.

3In the original presentation, a pair (n,m) is encoded by its Gödel’s number 2n3m , left(n) is the pair (0,n) and right(m)
is the pair (1,m).
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1. 0 realizes >;
2. if n realizes A andm realizes B, then the pair (n,m) realizes A ∧ B;
3. if n realizes A, then left(n) realizes A∨B, and similarly, right(m) realizes A∨B ifm realizes B;
4. the function φn realizes A→ B if for anym realizing A, φn (m) realizes B;
5. a realizer of ¬A is a function realizing A→ ⊥.

�is de�nition can be revisited using the λ×+-calculus extended with natural numbers as the lan-
guage for computable functions. We do not describe formally this calculus here4, but only assume that
the calculus contains a term n̄ for each natural number n. We give the interpretation for �rst-order
arithmetic formulas (see Example 1.3).

1. t  > if t *−→ 0;
2. t  e1 = e2 if e�1 = e�2 and t *−→ 0;
3. t  A ∧ B if t *−→ (t1,t2) such that t1  A and t2  B;
4. t  A ∨ B if t *−→ ι1 (u) and u  A, or if t *−→ ι2 (u) and u  B;
5. t  A→ B if for any u  A, tu  B;
6. t  ¬A if t  A→ ⊥;
7. t  ∀x .A if for any n, t n̄  A(n);
8. t  ∃x .A if t *−→ (n̄,u) and u  A(n).

where e� is the valuation of the �rst-order expression e in the standard model � (see Section 1.2.4).
�e main observation is that this de�nition is purely computational, as opposed to the syntactic

de�nition of typing. In fact, it is a strict generalization of typing in the sense that it can be shown
that a term of type A is a realizer of A: this is the property of adequacy. One of the consequence of
the computational de�nition is that the relation t  A is undecidable: given a term t and a formula A,
there is no algorithm deciding whether t is a realizer of A. �is is again to be opposed with the typing
relation.

If this interpretation has shown to be fruitful over the years5, it is intrinsically bound to intuitionistic
logic and incompatible with an extension to classical logic. Indeed, Kleene’s realizability takes position
against the excluded-middle, as shown by the following proposition:

Proposition 3.1. �ere exists a formula H such that the negation of ∀x (H (x ) ∨ ¬H (x )) is realized.

Proof. Consider the primitive recursive function h : �2 → N de�ned by:

h(n,k ) =



1 if the nth Turing machine stops a�er k steps
0 otherwise

and de�ne the formula H (x ) , ∃y.(h(x ,y) = 1), also called halting predicate. Assume now that there is
a term t realizing the formula ∀x .(H (x ) ∨ ¬H (x )) and de�ne u , λn.match t n with [x 7→ 1 | y 7→ 0].
�en, for any n ∈ �:

4You can think of the syntax and reduction rules of the (untyped) λ×+-calculus (Section 2.4.1) extended with terms 0,S ,rec
standing for zero, the successor and a recursion operator. �e rec operator can be de�ned in various way, the point being
that it allows to perform recursion over natural numbers. For instance, it could be given the following reduction rules :

rec 0 t0 tS → t0
rec (S u) t0 tS → tS u (rec u t0 tS )

Formally, this can also be seen as a fragment of PCF [138].
5See for instance Van Oosten’s historical essay [160] on this topic.
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1. either tn̄ *−→ ι1 (t
′) in which caseu n̄ *−→ 1 andH (n) is realized (by t ′), i.e. the nth Turing machine

halts,
2. either tn̄ *−→ ι2 (t

′) in which case u n̄ *−→ 0 and ¬H (n) is realized (by t ′), i.e. the nth Turing
machine does not halt.

�us u decides the halting problem, which is absurd. As a consequence, there is no such t , and in
particular, any term realizes the formula ¬(∀x (H (x ) ∨ ¬H (x ))). �

3.1.2 Classical realizability

To address the incompatibility of Kleene’s realizability with classical reasoning, Krivine introduced in
the middle of the 90s the theory of classical realizability [98], which is a complete reformulation6 of
the very principles of realizability to make them compatible with classical reasoning. Although it was
initially introduced to interpret the proofs of classical second-order arithmetic, the theory of classical
realizability can be scaled to more expressive theories such as Zermelo-Fraenkel set theory [94] or the
calculus of constructions with universes [118].

�is theory has shown in the past twenty years to be a very powerful framework, both as a tool to
analyze programs and as a way to build new models of set theory. We shall now present brie�y these
aspects before introducing formally Krivine classical realizability.

3.1.2.1 A powerful tool to reason on programs

Krivine realizability, in what concerns the analysis of programs, can be understood as a relaxation of
the Curry-Howard isomorphism. As a proof-as-program correspondence, it is indeed more �exible in
that it includes programs that are correct with respect to the execution, but that are not typable. In
other words, given a formula A and a problem t , when the Curry-Howard isomorphism somewhat said
that t is a proof of A if its syntax matches the structure of A; Krivine realizability rather has for slogan:

if t computes correctly, then it is a realizer.

For instance, the following dummy program:

program dummy ( n ) :
i f n=n+1 then { return ’ H e l l o ’ } e l s e { return 27 }

can not be simply typed with Nat → Nat while this program has the computational behavior that is
expected from this type: when applied to a natural number, it always returns the natural number 27.

If this example is easy to understand, it is quite arbitrary and does not bring any interesting per-
spective. Yet they are more interesting cases, for instance the term of Maurey Ma,b . �is term, de�ned
by:

Ma,b , λnm.n F (λx .a) (m F (λx .b))

where F , λ f д.д f and a,b are free variables, decides which of two natural numbers is the smaller.
Indeed, when applied to the Church numerals n and m, Ma,b nm reduces7 to a if n ≤ m and to b if
m < n. In particular, if tt and ff are the Boolean term for true and false, Mtt,ff reduces to tt if n ≤ m
and to ff otherwise. Following our realizability mo�o, since the term Mtt,ff computes the formula “n
is lower thanm”, a fortiori it should realize it 8. However, as shown by Krivine [92], it can not be typed

6As observed in several articles [130, 119], classical realizability can in fact be seen as a reformulation of Kleene’s realiz-
ability through Friedman’s A-translation [54].

7 We recall that the Church numeral n is de�ned by λ f x . f nx : 0 = λ f x .x , 1 = λ f x . f x , 2 = λ f x . f ( f x ), etc… �e
veri�cation of the statement is a pleasant exercise of λ-calculus.

8�is claim can be formalized with a clever de�nition of the realized formula, and is a nice (but tricky) exercise of realiz-
ability.
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in Peano second-order arithmetic (or System F), which is the language of Krivine realizability. �is
illustrates perfectly the fact that realizability includes strictly more programs (and not only dummy
ones) than just typed programs.

As we will see in the next sections, the de�nition of Krivine realizability interpretation of formulas
is again purely computational, and thus the relation of t  A is also undecidable. Worse, the compu-
tational analysis of programs is harder than in the intuitionistic case because of the call/cc operator
which enables programs to backtrack. Even though, Krivine realizability has shown to be a powerful
tool to prove properties on the computational behavior of programs. In particular, the adequacy of the
interpretation (with respect to typing rules) gives for free the normalization of typed terms. Besides,
the computational content of a realizer can be speci�ed by means of a game-theoretic interpretation,
but we will come back to this in Section 3.5.2.

3.1.2.2 Terms as semantics

As in intuitionistic realizability, every formula A is interpreted in classical realizability as a set |A| of
programs called the realizers of A, that share a common computational behavior determined by the
structure of the formula A. �is point of view is related to the point of view of deduction (and of
typing) via the property of adequacy, that expresses that any program of type A realizes the formula A,
and thus has the computational behavior expected from the formula A.

However the di�erence between intuitionistic and classical realizability is that in the la�er, the set of
realizers ofA is de�ned indirectly, that is from a set ‖A‖ of execution contexts (represented as argument
stacks) that are intended to challenge the truth of A. Intuitively, the set ‖A‖ (which we shall call the
falsity value of A) can be understood as the set of all possible counter-arguments to the formula A. In
this framework, a program realizes the formula A—i.e. belongs to the truth value |A|—if and only if it is
able to defeat all the a�empts to refute A by a stack in ‖A‖. Another di�erence with the intuitionistic
se�ing resides in the classical notion of a realizer whose de�nition is parameterized by a pole, which
represents a particular sets of challenges and that we shall de�ne and discuss in Section 3.4.1.1.

We shall discuss the underlying game-theoretic intuition more in depth at the end of this chapter
(Section 3.5.2.2), and say a word about some surprisingly new model-theoretic perspectives brought by
this semantics (Section 3.5.3).

3.1.2.3 Modular implementation of logic

As we advocated in the previous chapter (Section 2.4.3), the proofs-as-programs interpretation of logic
suggests that any logical extension should be made through an extension of the programming language.
Krivine classical realizability precisely follows this slogan, since classical logic is obtained through the
λc -calculus which is an extension of the λ-calculus with the call/cc operator. Much more than that,
as we shall explain in Section 3.2.3, the λc -calculus is modular in essence and really turns the mo�o:

“With side-e�ects come new reasoning principles.”

into a general recipe: to extend the logic with an axiom A, one should add an extra instruction with
the adequate reduction rules, and give it the type A. If the computational behavior is indeed correct
with respect to A, then the typing rules will automatically be adequate with respect to the realizability
interpretation. �is is for instance the methodology followed by Krivine to obtain a realizer of the
axiom of dependent choice with the quote instruction, [95].
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3.2 �e λc-calculus

3.2.1 Terms and stacks

�e λc -calculus distinguishes two kinds of syntactic expressions: terms, which represent programs, and
stacks, which represent evaluation contexts. Formally, terms and stacks of the λc -calculus are de�ned
from three auxiliary sets of symbols, that are pairwise disjoint:

1. A denumerable setVλ of λ-variables (notation: x , y, z, etc.)
2. A countable set C of instructions, which contains at least an instruction cc (denoting ‘call/cc’,

for: call with current continuation).
3. A nonempty countable set B of stack constants, also called stack bo�oms (notation: α , β , γ , etc.)

�e syntax of terms, stacks and processes is given by the following grammar:

Terms t ,u ::= x | λx .t | tu | kπ | κ x ,∈ Vλ ,κ ∈ C
Stacks π ::= α | t · π (α ∈ B, t closed)
Processes p,q ::= t ? π (t closed)

As usual, terms and stacks are considered up to α-conversion and we denote by t[u/x] the term
obtained by replacing every free occurrence of the variable x by the term u in the term t , possibly
renaming the bound variables of t to prevent name clashes. �e sets of all closed terms and of all
(closed) stacks are respectively denoted by Λ and Π.

De�nition 3.2 (Proof-like terms). – We say that a λc -term t is proof-like if t contains no continuation
constant kπ . We denote by PL the set of all proof-like terms. y

Finally, every natural numbern ∈ � is represented in the λc -calculus as the closed proof-like termn
de�ned by

n ≡ sn0 ≡ s (· · · (s︸ ︷︷ ︸
n

0) · · · ) ,

where 0 ≡ λx f . x and s ≡ λnx f . f (nx f ) are Church’s encodings of zero and the successor function in
the pure λ-calculus. Note that this encoding slightly di�ers from the traditional encoding of numerals in
the λ-calculus, although the term n ≡ sn0 is clearly β-convertible to Church’s encoding λx f . f nx—and
thus computationally equivalent. �e reason for preferring this modi�ed encoding is that it is be�er
suited to the call-by-name discipline of Krivine’s Abstract Machine (KAM) we will now present.

3.2.2 Krivine’s Abstract Machine

In the λc -calculus, computation occurs through the interaction between a closed term and a stack within
Krivine’s Abstract Machine (KAM). Before turning into a central piece of classical realizability, this
abstract machine was a very standard tool to implement (call-by-name) λ-calculus [97]. Formally, we
call a process any pair t ? π formed by a closed term t and a stack π . �e set of all processes is wri�en
Λ?Π (which is just another notation for the Cartesian product of Λ by Π).

De�nition 3.3 (Relation of evaluation). We call a relation of one step evaluation any binary relation �1
over the set Λ?Π of processes that ful�lls the following four axioms:

(Push)
(Grab)
(Save)
(Restore)

tu ? π �1 t ?u · π
(λx . t ) ?u · π �1 t[u/x] ? π

cc ? t · π �1 t ? kπ · π
kπ ? t · π ′ �1 t ? π

�e re�exive-transitive closure of �1 is wri�en �. y
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One of the speci�cities of the λc -calculus is that it comes with a binary relation of (one step) eval-
uation �1 that is not de�ned, but axiomatized via the rules (Push), (Grab), (Save) and (Restore). In
practice, the binary relation �1 is simply another parameter of the de�nition of the calculus, just like
the sets C and B. Strictly speaking, the λc -calculus is not a particular extension of the λ-calculus, but
a family of extensions of the λ-calculus parameterized by the sets B, C and the relation of one step
evaluation �1. (�e set Vλ of λ-variables—that is interchangeable with any other denumerable set of
symbols—does not really constitute a parameter of the calculus.)

3.2.3 Adding new instructions

�e main interest of keeping open the de�nition of the sets B, C and of the relation evaluation �1
(by axiomatizing rather than de�ning them) is that it makes possible to enrich the calculus with extra
instructions and evaluation rules, simply by pu�ing additional axioms about C, B and �1. On the other
hand, the de�nitions of classical realizability [98] as well as its main properties do not depend on the
particular choice of B, C and �1, although the �ne structure of the corresponding realizability models
is of course a�ected by the presence of additional instructions and evaluation rules. Standard examples
of extra instructions in the set C are:

1. �e instruction quote, which comes with the evaluation rule

(�ote) quote? t · π �1 t ?nπ · π ,

where π 7→ nπ is a recursive injection from Π to �. Intuitively, the instruction quote com-
putes the ‘code’ nπ of the stack π , and passes it (using the encoding n 7→ n described in Sec-
tion 3.2.1) to the term t . �is instruction was originally introduced to realize the axiom of depen-
dent choices [95].

2. �e instruction eq, which comes with the evaluation rule

(Eq) eq? t1 · t2 · u · v · π �1



u ? π if t1 ≡ t2

v ? π if t1 . t2

Intuitively, the instruction eq tests the syntactic equality of its �rst two arguments t1 and t2 (up
to α-conversion), giving the control to the next argumentu if the test succeeds, and to the second
next argument v otherwise. In presence of the quote instruction, it is possible to implement a
closed λc -term eq′ that has the very same computational behavior as eq, by le�ing

eq′ ≡ λx1x2 . quote (λn1y1 . quote (λn2y2 . eq natn1 n2) x2) x1 ,

where eq nat is any closed λ-term that tests the equality between two numerals (using the en-
coding n 7→ n).

3. �e instruction stop, which comes with no evaluation rule. �e only purpose of this instruction
is to stop evaluation; the contents of the facing stack is implicitly the result of the computation.
�is instruction turns out to be very useful for witness extraction procedures [119].

4. �e instruction t (‘fork’), which comes with the two evaluation rules

(Fork) t? t0 · t1 · π �1 t0 ? π and t? t0 · t1 · π �1 t1 ? π .

Intuitively, the instruction t behaves as a non deterministic choice operator, that indi�erently
selects its �rst or its second argument. �e main interest of this instruction is that it makes
evaluation non deterministic, in the following sense:
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De�nition 3.4 (Deterministic evaluation). We say that the relation of evaluation �1 is deterministic
when the two conditions p �1 p

′ and p �1 p
′′ imply p ′ ≡ p ′′ (syntactic identity) for all processes p, p ′

and p ′′. Otherwise, �1 is said to be non deterministic. y

�e smallest relation of evaluation, that is de�ned as the union of the four rules (Push), (Grab),
(Save) and (Restore), is clearly deterministic. �e property of determinism still holds if we enrich
the calculus with an instruction eq together with the aforementioned evaluation rules or with the
instruction quote.

On the other hand, the presence of an instruction t with the corresponding evaluation rules de�-
nitely makes the relation of evaluation non deterministic.

3.2.4 �e thread of a process and its anatomy

Given a process p, we call the thread of p and write th(p) the set of all processes p ′ such that p � p ′:

th(p) = {p ′ ∈ Λ?Π : p � p ′} .

�is set has the structure of a �nite or in�nite (di)graph whose edges are given by the relation �1 of
one step evaluation. In the case where the relation of evaluation is deterministic, the graph th(p) can
be either:

1. Finite and cyclic from a certain point, because the evaluation of p loops at some point. A typical
example is the process I?δδ ·α (where I ≡ λx . x and δ ≡ λx . xx ), that enters into a 2-cycle a�er
one evaluation step:

I? δδ · α �1 δδ ? α �1 δ ? δ · α �1 δδ ? α �1 · · ·

2. Finite and linear, because the evaluation of p reaches a state where no more rule applies. For
example:

II? α �1 I? I · α �1 I? α .

3. In�nite and linear, because p has an in�nite execution that never reaches twice the same state. A
typical example is given by the process δ ′δ ′ ? α , where δ ′ ≡ λx . x x I:

δ ′δ ′ ? α �3 δ ′δ ′ ? I · α �3 δ ′δ ′ ? I · I · α �3 δ ′δ ′ ? I · I · I · α �3 · · ·

3.3 Classical second-order arithmetic

In Section 3.2 we focused on the computing facet of the theory of classical realizability. In this section,
we will now present its logical facet by introducing the language of classical second-order logic with
the corresponding type system. In Section 3.3.3, we will deal with the particular case of second-order
arithmetic and present its axioms.

3.3.1 �e language of second-order logic

�e language of second-order logic distinguishes two kinds of expressions: �rst-order expressions rep-
resenting individuals, and formulas, representing propositions about individuals and sets of individuals
(represented using second-order variables as we shall see below).
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3.3.1.1 First-order expressions and formulas

First-order expressions are formally de�ned as in �rst-order arithmetic (see Example 1.3) from

1. a �rst-order signature Σ which we assume to contain a constant symbol 0 (‘zero’), a unary func-
tion symbol s (‘successor’) as well as a function symbol f for every primitive recursive function
(including symbols +, ×, etc.), each of them being given its standard interpretation in � (see
Section 3.3.3).

2. A denumerable set V1 of �rst-order variables. For convenience, we shall still use the lowercase
le�ers x , y, z, etc. to denote �rst-order variables, but these variables should not be confused with
the λ-variables introduced in Section 3.2.

�is results in the following formal de�nition:

First-order terms e1,e2 ::= x | f (e1, . . . ,ek ) (x ∈ V1, f ∈ Σ)

�e set FV (e ) of all (free) variables of a �rst-order expression e is de�ned as expected, as well as the
corresponding operation of substitution (see De�nitions 1.5 and 1.6).

Formulas of second-order logic are de�ned from an additional set of symbols V2 of second-order
variables (or predicate variables), using the uppercase le�ers X , Y , Z , etc. to represent such variables:

Formulas A,B ::= X (e1, . . . ,ek ) | A→ B | ∀x .A | ∀X .A (X ∈ V2)

We assume that each second-order variable X comes with an arity k ≥ 0 (that we shall o�en leave
implicit since it can be easily inferred from the context), and that for each arity k ≥ 0, the subset ofV2
formed by all second-order variables of arity k is denumerable.

Intuitively, second-order variables of arity 0 represent (unknown) propositions, unary predicate
variables represent predicates over individuals (or sets of individuals) whereas binary predicate vari-
ables represent binary relations (or sets of pairs), etc.

�e set of free variables of a formula A is wri�en FV (A). (�is set may contain both �rst-order and
second-order variables.) As usual, formulas are identi�ed up to α-conversion, neglecting di�erences in
bound variable names. Given a formula A, a �rst-order variable x and a closed �rst-order expression e ,
we denote by A[e/x] the formula obtained by replacing every free occurrence of x by the �rst-order
expression e in the formula A, possibly renaming some bound variables of A to avoid name clashes.

Lastly, although the formulas of the language of second-order logic are constructed from atomic
formulas only using implication and �rst- and second-order universal quanti�cations, we can de�ne
other logical constructions (negation, conjunction disjunction, �rst- and second-order existential quan-
ti�cation as well as Leibniz equality) using the so-called second-order encodings:

⊥ , ∀Z .Z

¬A , A→ ⊥

A ∧ B , ∀Z .((A→ B → Z ) → Z )

A ∨ B , ∀Z .((A→ Z ) → (B → Z ) → Z )

A⇔ B , (A→ B) ∧ (B → A)

∃x .A(x ) , ∀Z .(∀x .(A(x ) → Z ) → Z )

∃X .A(X ) , ∀Z .(∀X .(A(X ) → Z ) → Z )

e1 = e2 , ∀W .(W (e1) →W (e2))

3.3.1.2 Predicates and second-order substitution

We call a predicate of arity k any expression which associates to the variable x1, . . . ,xk a formula C
depending on these variables. More formally, we could (ab)use the λ-notation to de�ne them as expres-
sions of the form P ≡ λx1 · · · xk .C where C is then an arbitrary formula. �e set of free variables of a
k-ary predicate P ≡ λx1 · · · xk .C is de�ned by FV (P ) ≡ FV (C ) \ {x1, . . . ,xk }, and the application of the
predicate P ≡ λx1 · · · xk .C to a k-tuple of �rst-order expressions e1, . . . ,ek is de�ned by le�ing

P (e1, . . . ,ek ) ≡ (λx1 · · · xk .C ) (e1, . . . ,ek ) ≡ C[e1/x1, . . . ,ek/xk ]
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(x : A) ∈ Γ
Γ ` x : A (Ax)

Γ,x : A ` t : B
Γ ` λx . t : A→ B

(→I )
Γ ` t : A→ B Γ ` t : A

Γ ` tu : B (→E )

Γ ` t : A x < FV (Γ)

Γ ` t : ∀x .A (∀1
I )

Γ ` t : ∀x .A
Γ ` t : A{x := e}

(∀1
E )

Γ ` t : A X < FV (Γ)

Γ ` t : ∀X .A (∀2
I )

Γ ` t : ∀X .A
Γ ` t : A{X := P }

(∀2
E ) Γ ` cc : ((A→ B) → A) → A

(cc)

Figure 3.1: Typing rules of second-order logic

(by analogy with β-reduction). Given a formula A, a k-ary predicate variable X and an actual k-ary
predicate P , we �nally de�ne the operation of second-order substitution A[P/X ] as follows:

X (e1, . . . ,ek )[P/X ] , P (e1, . . . ,ek )

Y (e1, . . . ,em )[P/X ] , Y (e1, . . . ,em )

(A→ B)[P/X ] , A[P/X ]→ B[P/X ]
(∀x .A)[P/X ] , ∀x .A[P/X ]
(∀X .A)[P/X ] , ∀X .A

(∀Y .A)[P/X ] , ∀Y .A[P/X ]

(Y , X )

(x < FV (P ))

(Y , X , Y < FV (P ))

3.3.2 A type system for classical second-order logic

We shall now present the deduction system of classical second-order logic as a type system based
on typing judgments of the form Γ ` t : A, where t is a proof-like term, i.e. a λc -term containing no
continuation constant kπ ; and A is a formula of second-order logic.

�e type system of classical second-order logic is de�ned from the typing rules of Figure 3.1. �ese
typing rules are the usual typing rules of AF2 [93], plus a speci�c typing rule for the instruction cc
which permits to recover the full strength of classical logic.

Using the encodings of second-order logic, we can derive from the typing rules of Figure 3.1 the
usual introduction and elimination rules of absurdity, conjunction, disjunction, (�rst- and second-order)
existential quanti�cation and Leibniz equality [93]. As explained in Section 1.1.2.1, the typing rule for
call/cc (law of Peirce) allows us to construct proof-terms for classical reasoning principles such as
the excluded middle, reductio ad absurdum, de Morgan laws, etc.

3.3.3 Classical second-order arithmetic (PA2)

From now on, we consider the particular case of second-order arithmetic (PA2), where �rst-order expres-
sions are intended to represent natural numbers. For that, we assume that every k-ary function symbol
f ∈ Σ comes with an interpretation in the standard model of �rst-order arithmetic (Section 1.2.4) as a
function ~ f � : �k → �, so that we can give a denotation ~e� ∈ � to every closed �rst-order expres-
sion e . Moreover, we assume that each function symbol associated to a primitive recursive de�nition
(cf Section 3.3.1.1) is given its standard interpretation in �. In this way, every numeral n ∈ � is repre-
sented in the world of �rst-order expressions as the closed expression sn (0) that we still write n, since
~sn (0)� = n.

3.3.3.1 Induction

Following Dedekind’s construction of natural numbers, we consider the predicate Nat(x ) [61, 93] de-
�ned by

Nat(x ) , ∀Z .(Z (0) → ∀y.(Z (y) → Z (s (y))) → Z (x )) ,
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that de�nes the smallest class of individuals containing zero and closed under the successor function.
One of the main properties of the logical system presented above is that the axiom of induction, that
we can write ∀x .Nat(x ), is not derivable from the rules of Figure 3.1. As proved by Krivine [98, �eo-
rem 12], this axiom is not even (universally) realizable in general. To recover the strength of arithmetic
reasoning, we need to relativize all �rst-order quanti�cations to the class Nat(x ) of Dedekind numerals
using the shorthands for numeric quanti�cations

∀natx .A(x ) , ∀x .(Nat(x ) → A(x ))

∃natx .A(x ) , ∀Z .(∀x .(Nat(x ) → A(x ) → Z ) → Z )

so that the relativized induction axiom becomes provable in second-order logic [93]:

∀Z .(Z (0) → ∀natx .(Z (x ) → Z (s (x ))) → ∀natx .Z (x )) .

3.3.3.2 �e axioms of PA2

Formally, a formula A is a theorem of second-order arithmetic (PA2) if it can be derived from Peano
axioms (see Example 1.12), expressing that the successor function is injective and not surjective:

(PA5) ∀x .∀y.(s (x ) = s (y) → x = y) (PA6) ∀x .(s (x ) , 0)

and from the de�nitional equalities a�ached to the (primitive recursive) function symbols of the signa-
ture:

(PA1) ∀x .(0 + x = x ) (PA2) ∀x .∀y.(s (x ) + y = s (x + y))
(PA3) ∀x .(0 × x = 0) (PA4) ∀x .∀y.(s (x ) × y = (x × y) + y)

etc… Unlike the non relativized induction axiom—that requires a special treatment in PA2—we shall
see in Section 3.4.6 that all these axioms are realized by simple proof-like terms.

Observe that we consider here an unusual de�nition of (PA2), since the usual one includes the
induction rule as an axiom. Nonetheless, the two theories are related through the relativization of �rst-
order quanti�cations. Namely, if A is a theorem of (PA2) with induction, then the relativized formula
ANat is a theorem of (PA2) without induction.

3.4 Classical realizability semantics

3.4.1 Generalities

Given a particular instance of the λc -calculus (de�ned from particular sets B, C and from a particular
relation of evaluation �1 as described in Section 3.2), we shall now build a classical realizability model
in which every closed formula A of the language of PA2 will be interpreted as a set of closed terms
|A| ⊆ Λ, called the truth value of A, and whose elements will be called the realizers of A.

3.4.1.1 Poles, truth values and falsity values

Formally, the construction of the realizability model is parameterized by a pole y in the sense of the
following de�nition:

De�nition 3.5 (Poles). A pole is any set of processes y ⊆ Λ?Π which is closed under anti-evaluation,
in the sense that both conditions p � p ′ and p ′ ∈ y together imply that p ∈ y for all processes
p,p ′ ∈ Λ?Π. y

Given a �xed set of processes, the following two examples are standard methods to de�ne a pole. �e
�rst one is straightforward in that it simply consists in taking the closure by anti-evaluation. �e second
one might be more disconcerting, and consists in taking the set of processes which are unreachable by
reduction.
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Example 3.6 (Goal-oriented pole). Given a set of processes P , the set of all processes that reach an
element of P a�er zero, one or several evaluation steps, that is:

⊥⊥ , {p ∈ Λ?Π : ∃p ′ ∈ P (p � p ′)}

is a valid pole. Indeed, if p,p ′ are processes such that p � p ′ and p ′ ∈ ⊥⊥, by de�nition there is a process
p0 ∈ P such that p ′ � p0. �us p � p ′ � p0 and p ∈ ⊥⊥, which concludes the proof that ⊥⊥ is closed
by anti-reduction. By de�nition, the set y is the smallest pole that contains the set of processes P as a
subset. y

Example 3.7 (�read-oriented pole). Given a set of processes P , the complement set of the union of
all threads starting from an element of P , that is:

y ,

(⋃
p∈P

th(p)
)c
≡

⋂
p∈P

(
th(p)

)c
is a valid pole. It is indeed quite easy to check that⊥⊥ is closed by anti-reduction. Consider two processes
p,p ′ such that p � p ′ and p ′ ∈ P , and assume that there is a process p0 ∈ P such that p0 � p. �en
p0 � p ′ which contradicts the fact that p ′ ∈ ⊥⊥. �us there is no such process p0 and p ∈ ⊥⊥. �is pole
is also the largest one that does not intersect P . y

Let us now consider a �xed pole y. We call a falsity value any set of stacks S ⊆ Π. Every falsity
value S ⊆ Π induces a truth value Sy ⊆ Λ that is de�ned by

Sy = {t ∈ Λ : ∀π ∈ S (t ? π ) ∈ y} .

Intuitively, every falsity value S ⊆ Π represents a particular set of tests, while the corresponding truth
value Sy represent the set of all programs that passes all tests in S (w.r.t. the pole y, that can be seen as
the challenge or the referee). From the de�nition of Sy , it is clear that the larger the falsity value S , the
smaller the corresponding truth value Sy , and vice-versa.

3.4.1.2 Formulas with parameters

In order to interpret second-order variables that occur in a given formula A, it is convenient to enrich
the language of PA2 with a new predicate symbol Ḟ of arity k for every falsity value function F of arity k ,
that is, for every function F : �k → P (Π) that associates a falsity value F (n1, . . . ,nk ) ⊆ Π to every
k-tuple (n1, . . . ,nk ) ∈ �

k . A formula of the language enriched with the predicate symbols Ḟ is then
called a formula with parameters. Formally, this corresponds to the formulas de�ned by:

A,B ::= X (e1, . . . ,ek ) | A→ B | ∀x .A | ∀X .A | Ḟ (e1, . . . ,ek ) X ∈ V2,F ∈ P (Π)
�k

�e notions of a predicate with parameters and of a typing context with parameters are de�ned sim-
ilarly. �e notations FV (A), FV (P ), FV (Γ), dom(Γ), A[e/x], A[P/X ], etc. are extended to all formulas A
with parameters, to all predicates P with parameters and to all typing contexts Γ with parameters in
the obvious way.

3.4.2 De�nition of the interpretation function

�e interpretation of the closed formulas with parameters follows the intuition that the falsity value
‖A‖ of a formula A contains tests that terms have to challenge to be in the corresponding truth value
|A|. In particular, a test for A → B consists in a defender of A together with a test for B, while a test
for a quanti�ed formula ∀x .A (resp. ∀X .A) is simply a test for one of the possible instantiations for the
variable x (resp. X ).
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De�nition 3.8 (Interpretation of closed formulas with parameters). �e falsity value ‖A‖ ⊆ Π of a
closed formula A with parameters is de�ned by induction on the number of connectives/quanti�ers
in A from the equations

‖Ḟ (e1, . . . ,ek )‖ , F (~e1�, . . . ,~ek �)

‖A→ B‖ , |A| · ‖B‖ =
{
t · π : t ∈ |A|, π ∈ ‖B‖

}

‖∀x .A‖ ,
⋃
n∈�

‖A[n/x]‖

‖∀X .A‖ ,
⋃

F :�k→P (Π)

‖A[Ḟ/X ]‖ (if X has arity k )

whereas its truth value |A| ⊆ Λ is de�ned by |A| = ‖A‖y . Finally, de�ning > ≡ ∅̇ (recall that we have
⊥ ≡ ∀X .X ), one can check that we have :

‖>‖ = ∅ |>| = Λ ‖⊥‖ = Π

y

Since the falsity value ‖A‖ (resp. the truth value |A|) of A actually depends on the pole y, we shall
write it sometimes ‖A‖y (resp. |A|y) to recall the dependency.

De�nition 3.9 (Realizers). Given a closed formula A with parameters and a closed term t ∈ Λ, we say
that:

1. t realizes A and write t  A when t ∈ |A|y . (�is notion is relative to a particular pole y.)
2. t universally realizes A and write t � A when t ∈ |A|y for all poles y.

y

From these de�nitions, we clearly have

|∀x A| =
⋂
n∈�

|A{x := n}| and |∀X A| =
⋂

F :�k→P (Π)

|A{X := Ḟ }| .

On the other hand, the truth value |A→ B | of an implication A→ B slightly di�ers from its traditional
interpretation in Kleene’s realizability (Section Section 3.1.1). Writing

|A| → |B | = {t ∈ Λ : for all u ∈ Λ , u ∈ |A| implies tu ∈ |B |} ,

we can check that:

Lemma 3.10. For all closed formulas A and B with parameters:

1. |A→ B | ⊆ |A| → |B | (adequacy of modus ponens).

2. �e converse inclusion does not hold in general, unless the pole y is insensitive to the rule (Push),
that is: tu ? π ∈ y i� t ?u · π ∈ y (for all t ,u ∈ Λ, π ∈ Π).

3. In all cases, t ∈ |A| → |B | implies λx . tx ∈ |A→ B | (for all t ∈ Λ).

Proof. �ese simple statements are a nice pretext to a �rst manipulation of the de�nitions.

1. Let t ∈ |A→ B | and u ∈ |A|. To prove that tu ∈ |B |, we consider an arbitrary stack π ∈ ‖B‖. By
applying the rule (Push) we get tu ? π �1 t ?u · π . Since t ∈ |A→ B | and u · π ∈ ‖A→ B‖, the
process t ?u · π belongs to ⊥⊥. Hence tu ? π ∈ y by anti-evaluation.

66



3.4. CLASSICAL REALIZABILITY SEMANTICS

2. Let t ∈ |A| → |B |. To prove that t ∈ |A → B |, we consider an arbitrary element of the falsity
value ‖A → B‖, that is, a stack u · π where u ∈ |A| and π ∈ ‖B‖. We clearly have tu ? π ∈ y,
since tu ∈ |B | from our assumption on t . But since y is insensitive to the rule (Push), we also
have t ?u · π ∈ y.

3. Let t ∈ |A| → |B |. To prove that λx . tx ∈ |A→ B |, we consider an arbitrary element of the falsity
value ‖A→ B‖, that is, a stacku ·π whereu ∈ |A| and π ∈ ‖B‖. We have λx . tx?u ·π �1 tu?π ∈ y
(since tu ∈ |B |), hence λx . tx ?u · π ∈ y by anti-evaluation.

�

Besides, it is easy to prove that cc is indeed a universal realizer of Peirce’s law:

Lemma 3.11 (Law of Peirce). Let A and B be two closed formulas with parameters:

1. If π ∈ ‖A‖, then kπ  A→ B.

2. cc � ((A→ B) → A) → A.

Proof. 1. Let π ∈ ‖A‖. To prove that kπ ∈ |A → B |, we need to check that kπ ? t · π ′ ∈ y for all
t ∈ |A| and π ′ ∈ ‖B‖. By applying the rule (Restore) we get kπ ? t · π ′ �1 t ? π ∈ y (since
t ∈ |A| and π ∈ ‖A‖), hence kπ ? t · π ′ ∈ y by anti-evaluation.

2. To prove that cc  ((A→ B) → A) → A (for any pole y), we need to check that cc?t ·π ∈ y for
all t ∈ |(A→ B) → A| and π ∈ ‖A‖. By applying the rule (Save) we get cc? t · π �1 t ? kπ · π .
But since kπ ∈ |A → B | (from (1)) and π ∈ ‖A‖, we have kπ · π ∈ ‖ (A → B) → A‖, so that
t ?kπ · π ∈ y. Hence cc? t · π ∈ y by anti-evaluation.

�

3.4.3 Valuations and substitutions

In order to express the soundness invariants relating the type system of Section 3.3.3 with the classical
realizability semantics de�ned above, we need to introduce some more terminology.

De�nition 3.12 (Valuations). A valuation is a function ρ that associates a natural number ρ (x ) ∈ �
to every �rst-order variable x and a falsity value function ρ (X ) : �k → P (Π) to every second-order
variable X of arity k .

1. Given a valuation ρ, a �rst-order variable x and a natural number n ∈ �, we denote by ρ,x ← n
the valuation de�ned by:

(ρ,x ← n) , ρ | dom(ρ )\{x } ∪ {x ← n} .

2. Given a valuation ρ, a second-order variable X of arity k and a falsity value function F : �k →

P (Π), we denote by ρ,X ← F the valuation de�ned by:

(ρ,X ← F ) , ρ | dom(ρ )\{X } ∪ {X ← F } . y

To every pair (A,ρ) formed by a (possibly open) formula A of PA2 and a valuation ρ, we associate
a closed formula with parameters A[ρ] that is de�ned by

A[ρ] , A[ρ (x1)/x1, . . . ,ρ (xn )/xn , ρ̇ (X1)/X1, . . . , ρ̇ (Xm )/Xm]

where x1, . . . ,xn ,X1, . . . ,Xm are the free variables of A, and writing ρ̇ (Xi ) the predicate symbol associ-
ated to the falsity value function ρ (Xi ). �is operation naturally extends to typing contexts by le�ing

(x1 : A1, . . . ,xn : An )[ρ] , x1 : A1[ρ], . . . ,xn : An[ρ] .
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De�nition 3.13 (Substitutions). A substitution is a �nite functionσ from λ-variables to closed λc -terms.
Given a substitution σ , a λ-variable x and a closed λc -term u, we denote by σ ,x := u the substitution
de�ned by (σ ,x := u) ≡ σ | dom(σ )\{x } ∪ {x := u}. y

Given an open λc -term t and a substitution σ , we denote by t[σ ] the term de�ned by

t[σ ] , t[σ (x1)/x1, . . . ,σ (xn )/xn]

where dom(σ ) = {x1, . . . ,xn }. Notice that t[σ ] is closed as soon as FV (t ) ⊆ dom(σ ). We say that a
substitution σ realizes a closed context Γ with parameters and write σ  Γ if:

1. dom(σ ) = dom(Γ);
2. σ (x )  A for every declaration (x : A) ∈ Γ.

3.4.4 Adequacy

�e adequacy of typing judgments and typing rules with respect to a pole is de�ned exactly like the
adequacy with respect to a model (De�nition 1.17). Given a �xed pole y, we say that:

1. A typing judgment Γ ` t : A is adequate (w.r.t. the pole y) if for all valuations ρ and for all
substitutions σ  Γ[ρ] we have t[σ ]  A[ρ].

2. More generally, we say that an inference rule
J1 · · · Jn

J0

is adequate (w.r.t. the pole y) if the adequacy of all typing judgments J1, . . . , Jn implies the ade-
quacy of the typing judgment J0.

Proposition 3.14 (Adequacy). �e typing rules of Figure 3.1 are adequate w.r.t. any pole y, as well as all
the judgments Γ ` t : A that are derivable from these rules.

Proof. �e rule for cc directly stems from Lemma 3.11, while introduction and elimination rules for
universal quanti�ers results from the de�nition of the corresponding falsity values. We will only sketch
the proof for the introduction and elimination rules of implication.

• Case (→I ). Assume that Γ ` t : A→ B and Γ ` u : B are adequate w.r.t. ⊥⊥, and pick a valuation ρ
and a substitution σ such that σ  Γ[ρ]. We want to show that (tu)[σ ]  B[ρ]. It su�ces to show that
if π ∈ ‖B[ρ]‖, then (tu)[σ ]? π ∈ ⊥⊥. Applying the (Push) rule, we get :

(tu)[σ ]? π � t[σ ]?u[σ ] · π

By hypothesis, we have u[σ ]  A[ρ] (and then u[σ ] · π ∈ ‖ (A→ B)[ρ]‖)), and t[σ ]  (A→ B)[ρ], so
that t[σ ]?u[σ ] · π belongs to ⊥⊥. We conclude by anti-reduction.

• Case (→E ). Assume that Γ,x : A ` t : B is adequate w.r.t y. �is means that for any valuation ρ, any
u  A[ρ] and any σ  Γ[ρ], denoting by σ ′ the substitution σ ,x := u, we have t[σ ′]  B[ρ]. Let us pick
a valuation ρ and a substitution σ such that σ  Γ[ρ]. We want to show that (λx .t )[σ ]  (A→ B)[ρ].
Let u · π be a stack in ‖ (A→ B)[ρ]‖. Applying the (Grab) rule, we have :

(λx .t )[σ ]?u · π � t[σ ,x := u]? π

By hypothesis, we have u  A[ρ], and so t[σ ,x := u]  B[ρ]. �us t[σ ,x := u]? π belongs to ⊥⊥. and
we conclude by anti-reduction. �

Since the typing rules of Figure 3.1 involve no continuation constant, every realizer that comes from
a proof of second order logic by Proposition 3.14 is thus a proof-like term.
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3.4.5 �e induced model

It is not innocent if the sets |A| introduced in the previous sections were called truth values. Indeed,
this construction de�ned a model for second-order logic where truth values are made of λc -terms. In
a nutshell, starting from the standard model � for �rst-order expressions and an instance of the λc -
calculus (that is with call/cc only or other extras instructions), the choice of a particular pole ⊥⊥
de�nes a truth value for all formulas of the language. Naively, we could be tempted to de�ne the valid
formulas as the one whose truth value is not empty. Yet, this raises a problem of consistency:

Proposition 3.15. If ⊥⊥ , ∅, then there is a term t such that for all formula A, t ∈ |A|.

Proof. Assume that the ⊥⊥ is not empty, and let 〈t ||π 〉 be a process in ⊥⊥. �en for any formula A,
kπ t  A. Indeed, for any stack ρ (and in particular any stack in ‖A‖), we have:

kπ t ? ρ � kπ ? t · ρ � t ? π

�e last process being in the pole, they all are by anti-evaluation, and thus kπ t ? ρ ∈ ⊥⊥. �

If we examine kπ t , the guilty term in the previous proof, there is two observations to do. First, it
is worth noting that independently of t and π , this term can not be typed since there is no typing rule
for continuations kπ . Second, sticking with the intuition that a realizer is a term that can challenge
successfully any tests in the falsity value, this term is morally a cheater: in front of a test ρ, it actually
refuses to challenge it, drops it and goes directly to the test π for which it already knows a winning
defender t . �erefore, the problem comes from the presence of a continuation constant, and we should
restrict truth values to terms without continuation constants, i.e. to proof-like terms.

To ease the next de�nition9, we restrict ourselves to the full standard model of PA2. In this model,
�rst-order individuals are interpreted by the elements of �, while second-order objects of arity k are
interpreted in the sets of k-ary relations on the set �. We denote this model byM.

De�nition 3.16 (Realizability model). Given the full standard modelM of PA2 and a pole ⊥⊥, we call
realizability model and denote byM⊥⊥ the model in which the validity of formulas is de�ned by:

M⊥⊥  A if and only if |A| ∩ PL , ∅
y

�e previous de�nition gives a simple criterion of consistency for realizability models:

Proposition 3.17 (Consistency). �e modelM⊥⊥ induce by the pole⊥⊥ is consistent if and only if for each
proof-like term t , there exists one stack π such that t ?⊥⊥ < ⊥⊥.

Proof. Recall that ‖⊥‖ = Π. HenceM⊥⊥  ⊥ if and only if there exists a proof-like term t such that
t  ⊥, i.e. for any stack π , t ? π ∈ ⊥⊥. �usM⊥⊥ 1 ⊥ if and only if for each proof-like term t there is
at least one stack π such that t ? π < ⊥⊥. �

3.4.6 Realizing the axioms of PA2

Let us recall that in PA2, Leibniz equality e1 = e2 is de�ned by e1 = e2 ≡ ∀Z (Z (e1) → Z (e2)).

Proposition 3.18 (Realizing Peano axioms). :

1. λz . z � ∀x ∀y (s (x ) = s (y) → x = y)

9�e de�nition of realizability models could be reformulated to consider a ground model of PA2 as parameter, but this
would require a formal de�nition of the models of PA2. �is would have been unnecessarily complex for the sole purpose of
perceiving the spirit of realizability models.
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2. λz . zu � ∀x (s (x ) = 0→ ⊥) (where u is any term such that FV (u) ⊆ {z}).

3. λz . z � ∀x1 · · · ∀xk (e1 (x1, . . . ,xn ) = e2 (x1, . . . ,xk ))
for all arithmetic expressions e1 (x1, . . . ,xn ) and e2 (x1, . . . ,xk ) such that
� |= ∀x1 · · · ∀xk (e1 (x1, . . . ,xn ) = e2 (x1, . . . ,xk )).

Proof. �e proof is an easy veri�cation, and can be found in [98]. �

From this we deduce the main theorem, proving that any realizability model is a model of PA2:

�eorem 3.19 (Realizing the theorems of PA2). If A is a theorem of PA2 (in the sense de�ned in Sec-
tion 3.3.3.2), then there is a closed proof-like term t such that t � A.

Proof. Immediately follows from Prop. 3.14 and 3.18. �

3.4.7 �e full standard model of PA2 as a degenerate case

It is easy to see that when the pole y is empty, the classical realizability model de�ned above collapses
to the full standard model M of PA2. For that, we �rst notice that when y = ∅, the truth value Sy

associated to an arbitrary falsity value S ⊆ Π can only take two di�erent values: Sy = Λc when S = ∅,
and Sy = ∅ when S , ∅. Moreover, we easily check that the realizability interpretation of implication
and universal quanti�cation mimics the standard truth value interpretation of the corresponding logical
construction in the case where y = ∅. It is easy to check that:

Proposition 3.20. If y = ∅, then for every closed formula A of PA2 we have

|A| =



Λ ifM |= A

∅ ifM 6|= A

An interesting consequence of the above proposition is the following:

Corollary 3.21. If a closed formula A has a universal realizer t � A, then A is true in the full standard
modelM of PA2.

Proof. If t � A, then t ∈ |A|∅. �erefore |A|∅ = Λ andM |= A. �

However, the converse implication is false in general, since the formula∀x Nat(x ) (cf Section 3.3.3.1)
that expresses the induction principle over individuals is obviously true inM, but it has no universal
realizer when evaluation is deterministic [98, �eorem 12].

3.5 Applications

We present in this section some applications of Krivine realizability, both on its logical and computa-
tional facets. While we introduce theses applications in the framework of the λc -calculus, keep in mind
that they are not peculiar to this calculus. As we will see in the next sections, other calculi are suitable
for a realizability interpretation à la Krivine, and can thus bene�t from the results expressed therea�er.

3.5.1 Soundness and normalization

Once the realizability interpretation is de�ned and the adequacy proved, the soundness of the language
is a direct consequence of the adequacy. Indeed, if there was a proof t of ⊥, then by adequacy t would
be a uniform realizer of ⊥. �us the existence of one consistent model is enough to contradict this
possibility, ensuring the correction of the type system. Similarly, the normalization of the language is
also a direct consequence of the adequacy and the following observation:
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Proposition 3.22 (Normalizing processes). �e set ⊥⊥⇓ , {p ∈ Λ × Π : p normalizes} de�nes a valid
pole.

Proof. We need to check that ⊥⊥⇓ is closed by anti-reduction, so let p,p ′ be two processes such that
p � p ′ and p ′ ∈ ⊥⊥⇓. �e la�er means by de�nition that p ′ normalizes. Since p � p ′, necessarily p
normalizes too and thus belongs to the pole ⊥⊥⇓. �

Note that we only consider the normalization with respect to the evaluation strategy of the pro-
cesses, which corresponds to the weak-head reduction in the sense of the λ-calculus. In particular, this
is weaker than the strong and weak normalizations of the λ-calculus (see Section 2.1.5). We will use
this observation in Chapters 4 and 6 to prove normalization properties of di�erent calculi.

3.5.2 Speci�cation problem

�e speci�cation problem for a formula A can be expressed through the following question:

Which are the terms t such that t � A ?

In other words, it poses the question of exhibiting a (computational) characterization for the realizers of
A. �anks to the adequacy of the interpretation with respect to typing, such a characterization would
also apply to terms of type A.

3.5.2.1 Toy example: ∀X .X → X

In the language of second-order logic, the type of the identity function I = λx .x is described by the
formula ∀X (X → X ). A closed term t ∈ Λ is said to be identity-like if t ?u · π � u ?π for all u ∈ Λ and
π ∈ Π. Examples of identity-like terms are of course the identity function I but also terms such as I I ,
δ I (where δ ≡ λx .xx ), λx .cc(λk .x ), cc(λk .kIδk ), etc. It is easy to verify that any identity-like term is a
universal realizer of the formula ∀X .X → X . But the converse also holds, and thus provides an answer
to the speci�cation problem for the formula ∀X .(X → X ).

Proposition 3.23. For all terms t ∈ Λ, we have:

t � ∀X .(X → X ) ⇔ t is identity-like

Proof. �e interesting direction of the proof is from le� to right. We prove it with the so-called methods
of threads [64]. Assume t � ∀X (X → X ), and consider u ∈ Λ,π ∈ Π. We want to prove that
t ?u · π � u ? π . We de�ne the pole

⊥⊥ ≡ (th(t ?u · π ))c ≡ {p ∈ Λ?Π : (t ?u · π � p)}

as well as the falsity value S = {π }. From the de�nition of ⊥⊥, we know that t ?u ·π < ⊥⊥. As t  Ṡ → Ṡ
and π ∈ ‖Ṡ ‖, necessarily u 1 S . �is means that u ? π < ⊥⊥, that is t ?u · π � u ? π . �

3.5.2.2 Game-theoretic interpretation

In the previous section we gave a toy example of speci�cation that was proved using the method of
threads. If this method is very useful, it has the drawbacks of becoming very painful when the formula
to specify get more complex. A more scalable way to obtain speci�cations (which uses the threads
method as a technical tool) is to strengthen the intuition of an opposition between two players under-
lying Krivine realizability. In addition to being a useful speci�cation method, this idea that realizers of
a formula are its defenders, turns out to be a helpful intuition when de�ning the realizability interpre-
tation of a language.
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As we only want to give an oversight of the corresponding game-theoretic intuitions, we will illus-
trate this methodology with an example. Precise de�nitions, proofs etc… can be found in [64, 65, 66].
We choose as a running example the formula Φf , ∃x .∀y. f (x ) ≤ f (y), where f is any computable
function from � to �, expressing the fact that f admits a minimum. We could have chosen any arith-
metical formula (see [66]), or second-order formulas, as Peirce’s law (see [64, 65]). We believe this
example to be representative enough of the general situation and easier to understand that an example
in a second-order se�ing.

Eloise and Abelard Still writing M for the full standard model of PA2, the formula Φf naturally
induces a game between two players ∃ and ∀, that we name10 Eloise and Abelard. Both players instan-
tiate the corresponding quanti�ers in turns, Eloise for defending the formula and Abelard for a�acking
it. �e game, whose depth is bounded by the number of quanti�cations, proceeds as follows:

• Eloise has to give an integer m ∈ � to instantiate the existential quanti�er, and the game goes
on over the closed formula ∀y. f (m) ≤ f (y).

• Abelard has to give an integer n ∈ �, and the game goes on the closed formula f (m) ≤ f (n).

• Eloise has then two choices: either she backtracks to the �rst step to give another instantiation
m′ for x , and the game goes on; or she chooses to interrupt the game. If so, Eloise wins ifM �
f (m) ≤ f (n), otherwise Abelard wins. If the game goes on forever, Abelard wins.

Observe that the fact Eloise wins the game on a position (m,n) does not mean that m is a minimum
for the function f : it only means that Abelard failed in �nding an integer n such that f (n) < f (m).
Nonetheless, if Eloise actually knows that some integer m is a minimum for f , she will obviously win
the game regardless of what Abelard plays.

We say that a player has a winning strategy if (s)he has a way of playing that ensures him/her
the victory independently of the opponent moves, which corresponds to the de�nition of Coquand’s
game [28]. It is obvious from Tarski’s de�nition of truth (see Section 1.2) that the closed formula Φf is
valid in the ground model if and only if Eloise has a winning strategy.

Intuitively, Eloise is playing as a realizer should, and Abelard is an opponent choosing amongst
falsity values. �is intuition can be formalized by implementing the previous game within the λc -
calculus. A realizer will then corresponds to a winning strategy for Eloise, and reciprocally.

Relativization to canonical integers �e implementation of the previous game in the λc -calculus
actually requires a preliminary step. Indeed, as such �rst-order quanti�cations are not given any com-
putational content: integers are instantiated in formulas which are only evaluated in the end within
the ground model. To make these integers appear in the computations, we need to relativize �rst-
order quanti�cations to the class Nat(x ) (just like in Section 3.3.3.1). However, if we have as expected
n̄ � Nat(n) for any n ∈ �, there are realizers of Nat(n) di�erent from n̄. Intuitively, a term t � Nat(n)
represents the integer n, but n might be present only as a computation, and not directly as a computed
value.

�e usual technique to retrieve n̄ from such a term consist in the use of a storage operator T , which
simulates a call-by-value reduction (for integers) on the �rst argument on the stack. While such a term
is easy to de�ne, it make the the de�nition of the game harder, and we do not want to bother the reader
with such technical details11. Rather than that, we de�ne a new asymmetrical implication where the
le� member must be an integer value (somehow forcing call-by-value reduction on all integers), and

10�e names Eloise and Abelard are due to �ierry Coquand, who also de�ned the game in question [28].
11For further details about the relativization and storage operator, please refer to Section 2.9 and 2.10.1 of Rieg’s Ph.D.

thesis [145].

72



3.5. APPLICATIONS

the interpretation of this new implication.

Formulas
Falsity value

A,B ::= . . . | {e} → A

‖{e} → A‖ , {n̄ · π : ~e� = n ∧ π ∈ ‖A‖}

We �nally de�ne the corresponding shorthands for relativized quanti�cations:

∀Nx A(x ) , ∀x ({x } → A(x ))

∃Nx A(x ) , ∀Z (∀x ({x } → A(x ) → Z ) → Z )

which is easy to check to be equivalent (in terms of realizability) to the one de�ned in Section 3.3.3.1 [66].

Realizability game In order to play using realizers, we will slightly change the se�ing of the pre-
vious game, adding processes. One should notice that we only add more information, so that this new
game is somewhat a “decorated” version of the previous one.

To describe the match, we use processes which evolve throughout the match according to the fol-
lowing rules:

1. Eloise proposes a term t0 ∈ PL supposed to defend Φf and Abelard proposes a stack u0 · π0
supposed to a�ack the formula Φ. We say that at time 0, the process p0 := t0 ? u0 · π0 is the
current process.

2. Assume that pi is the current process. Eloise evaluates pi in order to reach one of the following
situations:

• pi � u0 ?m · t · π . If so, Eloise can decide to play by communicating her answer (t ,m) to
Abelard and standing for his answer, and Abelard must answer a new integer n together
with a new stack u ′ · π ′. �e current process then becomes pi+1 := t ?n · u ′ · π ′.

• pi � u ? π for some u,π that were previously played by Abelard in a position in which x ,y
were instantiated by (m,n). In this case, Eloise wins ifM |= f (m) ≤ f (n).

If none of the above moves is possible, then Abelard wins.

Starting with a term t is a “good move” for Eloise if and only if, proposed as a defender of the
formula, t de�nes an initial winning state (for Eloise), independently from the initial stack proposed by
Abelard. In this case, adopting the point of view of Eloise, we just say that t is a winning strategy for
the formula Φf .

�is furnishes us an answer to the speci�cation problem for the formula Φf : winning strategies of
this game exactly characterized the realizer of the formula Φf .

�eorem 3.24. If a closed λc -term t is a winning strategy for Eloise if and only if t � Φf .

Proof. �is is a particular case of the more general case of arithmetical formulas proved in [66]. �

3.5.3 Model theory

Up to this point, we only presented applications of Krivine realizability on its computational side. Yet,
we explained that realizability o�ered a way to build models for second-order logic, (this can actually
be extended, for instance for set theory [94]). More interestingly, classical realizability appears to be
a generalization of Cohen’s technique of forcing, introduced to construct a model of set theory in
which the continuum hypothesis12 is not valid. As shown by Krivine [99] and Miquel [121], the forcing

12�e continuum hypothesis expresses the fact that there is no set whose cardinality would be strictly more than the
cardinal of � and strictly less than the cardinal of R.
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construction can be computationally analyzed as a program transformation in the framework of the
λc -calculus. In particular, classical realizability can simulate any forcing construction13.

Even more surprising is the fact that the realizability semantics lead to the construction of new
models, studied by Krivine in a series of papers [99, 100, 101, 102]. Brie�y, the fact that ∀x .Nat(x ) is
not realized witnesses that a model has more individuals than the natural numbers. In a well-chosen
model14 M⊥⊥, one can show that M⊥⊥ � Nat(n) for any n ∈ � while M⊥⊥ � ∃x .¬Nat(x ). Other-
wise said, the model a�ests the presence of unnamed elements. It turns out that this allows to de�ne
“pathological” in�nite sets15 ∇n , {x : x < n} such that the following statements are valid for any
n,m ∈ �:

1. ∇2 is not well-ordered
2. there is an injection from ∇n to ∇n+1

3. there is no surjection from ∇n to ∇n+1

4. ∇m × ∇n ' ∇mn

�ese sets being subsets of P (�), observe that the �rst property implies that the axiom of choice (AC)
is not valid, while items 2 and 3 prove that the continuum hypothesis (CH) is not valid either [100].

As far as we know, usual techniques to construct model of set theory do not allow to de�ne directly
a model in which both (AC) and (CH) are not valid. Besides, a construction by means of forcing can
not break the axiom of choice, hence classical realizability is a strict generalization of forcing in this
sense. For these reasons amongst others, classical realizability tends to be a promising framework to
build new models. In particular, it justi�es our quest (Part III) for an algebraic structure as general as
possible in which the λc -calculus and these constructions can be embedded.

13An example of this is the extraction of Herbrand tree by forcing in [144].
14In Krivine’s papers, it is the model of threads, in which each proof-like term tn is associated with a stack constant αn and

the pole is de�ned as ⊥⊥ , ⋂
n∈� (th(tn ?αn ))c . �is set is indeed a valid pole (see Example 3.7) and is consistent according

to Proposition 3.17.
15In the ground model or any standard model, ∇n is just {0,1, ...,n − 1} i.e. n from a set-theoretic point of view.
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4- �e λµµ̃-calculus

4.1 Sequent calculus

4.1.1 Gentzen’s LK calculus

�e sequent calculus was originally introduced by Gentzen [57, 58] who was trying to reformulate
the system of natural deduction in a more symmetric presentation. He was looking at the time for a
proof of normalization for the natural deduction system in order to prove the coherence of �rst-order
arithmetic. �e principal novelty of this system is that it gives an equal importance to le� and right parts
(hypotheses and conclusions) of sequents. In particular, sequents are of the form Γ ` ∆, where both Γ
and ∆ are sequences of formulas. Besides, the deductive system does no longer make the distinction
between introduction and elimination rules but is only compound of (le� and right) introduction rules.
Intuitively, a sequent is provable if the conjunction of hypotheses on the le� entails the disjunction of
(possible) conclusions on the right. More precisely, we can de�ne the formula associated to the sequent
A1, . . . ,An ` B1, . . . ,Bp as the formula A1∧ . . .∧An → B1∨ . . .∨Bp , and prove the previous statement,
namely that a sequent is valid if and only if its associated formula is valid (Proposition 4.3). To put it
di�erently, a sequent Γ ` ∆ is intuitively derivable if there is a formula in ∆ that is provable using the
hypotheses in Γ.

4.1.1.1 Language

In the original presentation of Gentzen [57, 58], who was interested in �rst-order arithmetic, �rst-order
expressions and binary predicates where de�ned by the following grammar:

Terms t ,u ::= x | n ∈ � | t + u | t − u | t × u
Predicates P ::= t = u | t < u

As explained in Section 1.1.1, this corresponds to the axiomatic part of a theory. Here we rather want
to deal with the deductive part of the proof system, that is the set of inferences rules that encompasses
the logical part of the theory. Hence we shall consider the generic case of �rst-order logic formulas (see
Example 1.2), which are built from a �xed set V of variables and a �xed signature Σ1 for �rst-order
terms, and from a signature Σ2 for predicates:

Terms e1,e2 ::= x | f (e1, ...,ek )
Predicates A,B ::= P (e1, . . . ,ek ) | ∀x .A | ∃x .A | A→ B | A ∧ B | A ∨ B

(x ∈ V , f ∈ Σ1)
(P ∈ Σ2)

A sequent, wri�en Γ ` ∆, is a pair of two (possibly empty) lists of formulas Γ and ∆, de�ned by:

Γ,∆ ::= ε | Γ,A
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Identity rules
Γ ` A,∆ Γ,A ` ∆

Γ ` ∆
(Cut)

A ` A
(Ax)

Structural rules
Γ ` ∆
Γ ` A,∆

(wr )
Γ ` A,A,∆
Γ ` A,∆

(cr )
Γ ` σ (∆)
Γ ` ∆

(σr )

Γ ` ∆
Γ,A ` ∆

(wl )
Γ,A,A ` ∆
Γ,A ` ∆

(cl )
σ (Γ) ` ∆
Γ ` ∆

(σl )

Logical rules
Γ,A ` ∆
Γ ` ¬A,∆

(¬r )
Γ,A ` B,∆

Γ ` A→ B,∆
(→r )

Γ ` A,∆ Γ ` B,∆
Γ ` A ∧ B,∆

(∧r )
Γ ` A,B,∆
Γ ` A ∨ B,∆

(∨r )

Γ ` A,∆
Γ,¬A ` ∆

(¬l )
Γ ` A,∆ Γ,B ` ∆

Γ,A→ B ` ∆
(→l )

Γ,A,B ` ∆
Γ,A ∧ B ` ∆

(∧l )
Γ,A ` ∆ Γ,B ` ∆

Γ,A ∨ B ` ∆
(∨l )

Γ ` A,∆ x < FV (Γ,∆)

Γ ` ∀x .A,∆
(∀r )

Γ,A[t/x] ` ∆
Γ,∀x .A ` ∆

(∀l )
Γ ` A[t/x],∆
Γ ` ∃x .A,∆

(∃r )
Γ,A ` ∆ x < FV (Γ,∆)

Γ,∃x .A ` ∆
(∃l )

Figure 4.1: Gentzen LK calculus

4.1.1.2 Deductive system

�e rules of Gentzen deductive system, given in Figure 4.1 and named LK, are spli�ed in three groups:

• identity rules, which specify the two pure manners of proving a sequent, namely reducing to an
hypothesis or by introducing a cut over a formula;

• structural rules, which correspond to contexts management: they allows us to weaken, rearrange
(σ is a permutation) or duplicate formulas within le� and right contexts;

• logical rules, which are the le� and right introduction rules for logical connectives.

Intuitively, a sequent Γ ` ∆ is derivable if there is a formula in ∆ that is provable using the hypotheses in
Γ. �is intuition is actually valid up to the subtlety that we do not necessarily know which formula of the
right-handside is proven. In fact, there is not necessarily one speci�c formula that is proven, but rather
a superposition of formulas. For instance, as we shall see a derivation of the sequent ` A(x ) ∨ ¬A(x )
proves neither A(x ) nor ¬A(x ), it only proves that for any x , one of both is true. If A(x ) is the formula
“the cat is alive at the instant x”, we are in presence of a Schrödinger’s cat1.

�is presentation is indeed more symmetric than natural deduction, in that it highlights the dual
behaviors of hypothesis and conclusions. �is observation will be re�ected through the proofs-as-
programs interpretation of sequent calculus in the next section. Lastly, this deduction system encom-
passes classical logic. In particular, it is easy to derive proofs for the excluded-middle, the double-
negation elimination or the law of Peirce (see Figure 4.2). Actually, the case of intuitionistic logic,
named LJ, corresponds to the same calculus where only one formula is allowed in the right-hand side
of sequents.

As an example to illustrate the construction of proof derivations in LK, we shall now prove the
claim that a sequent is provable if and only if its associate formula is.

1We are very grateful to Alexandre Miquel for this very nice metaphor.
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A ` A
(Ax)

` A,¬A
(¬r )

` A ∨ ¬A
(∨r )

A ` A
(Ax)

` A,¬A
(¬r )

¬(¬A) ` A
(¬l )

` ¬(¬A) → A
(→r )

A ` A
(Ax)

A ` B,A
(wr )

` A→ B,A
(→r )

A ` A
(Ax)

(A→ B) → A ` A
(→l )

` ((A→ B) → A) → A
(→r )

(a) Excluded-middle (b) Double-negation elimination (c) Peirce’s law

Figure 4.2: Proof of classical principles in LK

De�nition 4.1 (Admissible rule). A rule is said to be admissible in a proof system if there exists a
derivation of its conclusion using its hypotheses as axioms. y

Lemma 4.2. �e following rules are admissible in LK:

A ∈ Γ
Γ ` A

(Axr )
A ∈ ∆
A ` ∆

(Axl )
A ∈ Γ A ∈ ∆

Γ ` ∆
(Ax)

Proof. We only give the proof for the �rst rule. Knowing that A ∈ Γ we can assume that Γ is of the
general form B1, . . . ,Bn ,A,C1, . . . ,Cp and prove the �rst rule as follows:

A ` A
(Axl )

.... (wl )

A,B1, . . . ,Bn ,C1, . . . ,Cp−1 ` A

A,B1, . . . ,Bn ,C1, . . . ,Cp−1,Cp ` A
(wl )

B1, . . . ,Bn ,A,C1, . . . ,Cp−1,Cp ` A
(σl )

Proofs for the other two cases are very similar. �

Proposition 4.3 (Associated formula). A sequent Γ ` ∆ is valid if and only if its associated formula is
valid.

Proof. �e proof on the le�-to-right part is le� as an exercise for the willful reader. We only give the
right-to-le� proof in the case where Γ and ∆ both contains two formulas:

` A1 ∧A2 → B1 ∨ B2

A1,A2 ` A1
(Axr )

A1,A2 ` A2
(Axr )

A1,A2 ` A1 ∧A2
(∧r )

A1,A2 ` A1 ∧A2,B1,B2
(wr )

B2 ` B1,B2
(Axl )

B1 ∨ B2 ` B1,B2
(∨l )

A1,A2,B1 ∨ B2 ` B1,B2
(wr )

A1,A2,A1 ∧A2 → B1 ∨ B2 ` B1,B2
(→l )

A1,A2 ` B1,B2
(Cut)′

We implicitly use the fact that the following rule is admissible (which also is an easy exercise):
` A Γ,A ` ∆

Γ ` ∆
(Cut)′

�

4.1.2 Alternative presentation

In order to give a computational content to sequent calculus, we will use a slightly di�erent presenta-
tion. While this presentation does not bring any logical bene�ts (it actually has the drawback of making
the size of proofs grow), it forces the derivation to be somewhat more structured by preventing arbi-
trary changes of side (le� or right) when applying inference rules. �ite the opposite, at any time is
explicitly identi�ed which formula is being worked on. In a nutshell, instead of considering one unique
kind of sequent Γ ` ∆, this presentation now distinguishes between three kinds of sequents:
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Identity rules:
A ∈ ∆

Γ | A ` ∆
(Axl )

A ∈ Γ
Γ ` A | ∆

(Axr )
Γ ` A | ∆ Γ | A ` ∆

Γ ` ∆
(Cut)

Structural rules:
Γ,A ` ∆
Γ | A ` ∆

(focl )
Γ ` ∆,A
Γ ` A | ∆

(focr )

Logical rules:
Γ,A ` B | ∆

Γ ` A→ B | ∆
(→r )

Γ ` A | ∆ Γ ` B | ∆
Γ ` A ∧ B | ∆

(∧r )
Γ ` A | ∆

Γ ` A ∨ B | ∆
(∨1

r )
Γ ` B | ∆

Γ ` A ∨ B | ∆
(∨2

r )

Γ ` A | ∆ Γ | B ` ∆
Γ | A→ B ` ∆

(→l )
Γ,A,B ` ∆

Γ | A ∧ B ` ∆
(∧l )

Γ,A ` ∆ Γ,B ` ∆
Γ | A ∨ B ` ∆

(∨l )

Figure 4.3: Sequent calculus with focus

(A→ B) → A ` (A→ B) → A | A
(Axr )

(A→ B) → A, A ` A | B
(Axr )

(A→ B) → A | A ` A,B
(Axl )

(A→ B) → A, A ` A,B
(Cut)

(A→ B) → A, A ` B | A
(µ )

(A→ B) → A ` A→ B | A
(→r )

(A→ B) → A | A ` A
(Axl )

(A→ B) → A | (A→ B) → A ` A
(→l )

(A→ B) → A ` A
(Cut)

(A→ B) → A ` A |
(focr )

` ((A→ B) → A) → A |
→r

Figure 4.4: Peirce’s law

1. sequents of the form Γ ` A | ∆, where the focus is put on the (right) formula A;
2. sequents of the form Γ | A ` ∆, where the focus is put on the (le�) formula A;
3. sequents of the form Γ ` ∆, where no focus is set.

In a right (resp. le�) sequent Γ ` A | ∆, the singled out formula2 A reads as the conclusion “where the
proof shall continue” (resp. hypothesis “where it happened before” ). �e rules of this sequent calculus
with focus are given in Figure 4.3 for the propositional fragment. It is easy to check that any of the
structural and identity rules of LK are admissible within this framework, and that any derivation in one
system is derivable in the other. We could also have given the rules for �rst-order quanti�cations in
the same way, but it is not the point here. Actually, neither did we include the negation rule, which we
could have done directly. Another solution to retrieve the negation would be to add constant symbols
> and ⊥ with the following axioms:

Γ | ⊥ ` ∆
(⊥)

Γ ` > | ∆
(>)

�en de�ning the negation by ¬A , A → ⊥, it is easy to check that the rules (¬r ) and (¬l ) are
admissible.

To be fair, we should confess two things. First, that in itself, this presentation is mainly motivated
here to make a transition to the type system of the λµµ̃-calculus, that we shall introduce in the next

2�is formula is o�en referred to as the formula in the stoup, a terminology due to Girard [60].
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section. �at is, as a deductive system for mathematicians, this is LK buried under administrative duties.
As an example to illustrate the di�erence between LK and this presentation, we give in Figure 4.4 the
derivation tree for the law of Peirce, which is indeed bigger than its twin in LK. Second, we should
mention that LK can be directly use as a type system for a calculus, namely Munch-Maccagnoni’s
system L [127]. If the second part of this thesis is presented in the framework of λµµ̃-calculus, it could
as well have been rephrased entirely using system L, of which we use fragments in the third part. In
other words, the current section is motivated by the sole purpose of making obvious the equivalence
between both presentations.

4.2 �e λµµ̃-calculus

We shall now present the λµµ̃-calculus, originally introduced by Curien and Herbelin [33] to emphasize
implicit symmetries of computation such as the duality between programs and contexts or the duality
between call-by-name and call-by-value evaluation strategies. One of the huge advantages that this
calculus has over the usual λ-calculus is that its reduction system comes directly in the form of an
abstract machine. As we will discuss in the next sections, this is particularly convenient when it comes
to the de�nition of a realizability interpretation or of a continuation-passing style translation. Actually,
this also was one of the starting observation that led to the very de�nition of the λµµ̃-calculus3: when
it comes to abstract machines, the evolution of types has much more to do with sequent calculus than
with natural deduction. Consider for instance the rules (Push) and (Grab) of Krivine abstract machine:

(Push)
(Grab)

tu ? π � t ?u · π
(λx . t ) ?u · π � t[u/x] ? π

In the �rst rule, if u has type A and π type B, then resulting stack u · π is of type A→ B: this is a le�-
introduction rule of implication. �en the second rule reads as a cut between two implications which
have been introduced on each side:

Γ,x : A ` t : B | ∆
Γ ` λx .t : A→ B | ∆

(→r )
Γ ` u : A | ∆ Γ | π : B ` ∆

Γ | u · π : A→ B ` ∆
(→l )

(λx .t ?u · π ) : (Γ ` ∆)
(Cut)

where we make use of the three kinds of sequents from last section.

4.2.1 Syntax

�e syntax of the λµµ̃-calculus, just like the one of the λc -calculus, is divided in three categories: terms
(or proofs), which represent programs; evaluation contexts4 (or co-proofs), which represent environ-
ments of execution; commands, which are pairs consisting of a term and a context and represent a
closed system containing both the program and its environment. Formally, terms, contexts and com-
mands are de�ned by the following grammar:

Terms p ::= a | λa.p | µα .c
Contexts e ::= α | p · e | µ̃a.c
Commands c ::= 〈p ||e〉

where variables a,b, ... and co-variables α ,β , ... range over two �xed alphabets. To draw the parallel
with the λc -calculus and the Curry-Howard correspondence, a command is a process or a state of an

3See the introduction of [33].
4We draw the reader’s a�ention to the fact that the terminology of contexts is already overloaded, and we insist on the

fact that here they refer to co-terms. Nonetheless, the usual notion of evaluation contexts (see Remark 2.5) and this one are
not disconnected, since both refer to the environment in which a term is evaluated.
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abstract machine, representing the evaluation of a proof (the program) against a co-proof (the context).
�e notion of evaluation context is a generalization of the notion of stacks where µ̃a.c can be read as a
context leta = [ ] in c . As for terms, the µ operator comes from Parigot’s λµ-calculus [132], µα binds a
context to a context variable α in the same way µ̃a binds a proof to some proof variable a. In particular,
as we shall see now, it allows to capture evaluation contexts and as such is a control operator which
plays a role similar to call/cc.

4.2.2 Reduction rules and evaluation strategies

�e reduction rules of the λµµ̃-calculus are parameterized by a particular set of proofs, wri�enV , and
a particular set of contexts, wri�en E:

〈p ||µ̃a.c〉 → c[p/a]
〈µα .c ||e〉 → c[e/α]
〈λa.p ||u · e〉 → 〈u ||µ̃a.〈p ||e〉〉

(p ∈ V )
(e ∈ E)

IfV and E are not restricted enough, these rules admit a critical pair:

〈µα .c ||µ̃a.c ′〉
↙ ↘

c[µ̃a.c ′/α] c ′[µα .c/a]

Unlike the λ-calculus, the λµµ̃-calculus is clearly not con�uent: in the above critical pair, if c = 〈b ||β〉
and c ′ = 〈d ||γ 〉 for distinct variables, then the reduction is blocked a�er one step for each command
and c , c ′. Moreover, the critical pair can be interpreted in terms of non-determinism. Indeed, we can
de�ne a fork instruction by t , λab .µα .〈µ 〈a ||α〉||µ̃ .〈b ||α〉〉, which veri�es indeed that:

(Fork) 〈t||p0 · p1 · e〉 → 〈p0 ||e〉 and 〈t||p0 · p1 · e〉 → 〈p1 ||e〉.

�e di�erence between call-by-name and call-by-value can be characterized by how this critical
pair is solved, by de�ning V and E in such a way that the two rules do not overlap. �is justi�es the
de�nition of a subcategoryV of proofs, that we call values, and of the dual subset E of contexts that we
call co-values:

(Values) V ::= a | λa.p (Co-values) E ::= α | q · e

�e call-by-name evaluation strategy amounts to the case whereV , Proofs and E , Co-values. �is
is re�ected in the reduction of the command where a function is applied to a stack:

〈λa.p ||u · e〉 → 〈u ||µ̃a.〈p ||e〉〉 → 〈p[u/a]||e〉

We observe that the variable is substituted no ma�er what by the proof u (unreduced). Dually, the
call-by-value corresponds to V , Values and E , Contexts. In this case, assuming that the proof u
reduces5 to a value Vu , the previous command will reduce as follows:

〈λa.p ||u · e〉 → 〈u ||µ̃a.〈p ||e〉〉 *→ 〈Vu ||µ̃a.〈p ||e〉〉 → 〈p[Vu/a]||e〉

where the substitution in p is done only a�er u has reduced. If u does not reduce to a value in front of
µ̃a.〈p ||e〉 (which is the case if u drops its evaluation context), this substitution never happens.

Finally, it is worth noting that the µ binder is a control operator, since it allows for catching eval-
uation contexts and backtracking further in the execution. �is is then the key ingredient that makes
the λµµ̃-calculus a proof system for classical logic, as the continuation-passing style translation or the
embedding of call/cc will emphasize in the next sections.

5�at is to say that for any command e , the command 〈u ||e〉 reduces to 〈Vu ||e〉.
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Γ ` p : A | ∆ Γ | e : A ` ∆
〈p ||e〉 : (Γ ` ∆)

(Cut)

(a : A) ∈ Γ
Γ ` a : A | ∆ (Axr )

Γ,a : A ` p : B | ∆
Γ ` λa.p : A→ B | ∆

(→r )
c : (Γ ` ∆,α : A)
Γ ` µα .c : A | ∆

(µ )

(α : A) ∈ ∆
Γ | α : A ` ∆ (Axl )

Γ ` p : A | ∆ Γ | e : B ` ∆
Γ | p · e : A→ B ` ∆

(→l )
c : (Γ,a : A ` ∆)
Γ | µ̃a.c : A ` ∆

(µ̃ )

Figure 4.5: �e simply-typed λµµ̃-calculus

4.2.3 Type system

4.2.3.1 Two-sided sequents

�e type system for the simply-typed λµµ̃-calculus, given in Figure 4.5, corresponds exactly to the de-
ductive system of sequent calculus with focus in Figure 4.3. It is therefore the programming counterpart
of a proof-as-program correspondence between sequent calculus and abstract machines. Commands
are typed by the (Cut) rule, right introduction rules correspond to typing rules for proofs, while le�
introduction rules are typing rules for evaluation contexts. �e duality between hypotheses and con-
clusion in the sequent calculus is thus directly re�ected into the duality between proofs and contexts.

4.2.3.2 One-sided sequents

�e very same type system can be expressed through one-sided sequents, where hypotheses in Γ and ∆
are regrouped in a same context, wri�en Γ∪∆, where hypotheses α : A formerly in ∆ are distinguished
with an annotation on the type: α : A⊥⊥. �e typing rules are the same, except that the three kinds of
sequents are now denoted by:

Γ ` p : A Γ ` e : A⊥⊥ Γ ` c

In the case of simple types, the ordering of hypotheses is irrelevant, in the sense that any sequent
derivable with a context Γ would also be derivable with σ (Γ) for any permutation σ . However, if
necessary (for instance with dependent types), it is always possible to consider that hypotheses are
introduced with an index so that Γ ∪∆ is de�ned to match the order of introduction of the hypotheses.
Technically, it su�ces to rede�ne inferences rules to include these indices, for instance:

c : (Γ ` ∆,α :n A) |Γ | + |∆| = n

Γ ` µα .c : A | ∆

�is allows us to de�ne a function join by:

join((a :n A,Γ),∆,n) = (a : A),join(Γ,∆,n + 1)
join(Γ, (α :n A,∆),n) = (α : A⊥⊥),join(Γ,∆,n + 1

join(ε,ε,n) = ε

and we let Γ∪∆ , join(Γ,∆,0). One-sided or two-sided sequents are then essentially a ma�er of taste.
In the next chapters we will mostly use two-sided sequents, because they are closer to the original
presentations of LK or the λµµ̃-calculus. Yet, we always consider that contexts are implicitly numbered
so that we can make use of Γ ∪ ∆ in the right order if needed.
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a : (A→ B) → A ` a : (A→ B) → A | •
(Axr )

•,a′ : A ` a′ : A | •
(Axr )

• | α : A ` α : A,•
(Axl )

〈a′ ||α〉 : (•,a′ : A ` α : A,β : B)
(Cut)

•,a′ : A ` µβ .〈a′ ||α〉 : B | α : A)
µ

• ` λa′.µβ .〈a′ ||α〉 | α : A
→r

| α : A ` α : A
(Axl )

• | λa′.µβ .〈a′ ||α〉 · α : (A→ B) → A ` α : A)
→l

〈a ||λa′.µβ .〈a′ ||α〉 · α〉 : (a : (A→ B) → A ` α : A)
(Cut)

a : (A→ B) → A ` µα .〈a ||λa′.µβ .〈a′ ||α〉 · α〉 : A |
µ

` λa.µα .〈a ||λa′.µβ .〈a′ ||α〉 · α〉 : ((A→ B) → A) → A |
→r

Figure 4.6: Proof term for Peirce’s law

4.2.4 Embedding of the λc-calculus

In order to get more familiar with the syntax and computation of the λµµ̃-calculus, let us draw the
analogy with the λc -calculus. Let us begin by embedding the syntax of the call-by-name Krivine abstract
machine for λ-terms (that is without call/cc). �e embedding ~·� is straightforward:

~t ? π � , 〈~t� ||~π �〉

~x� , x

~λx .t� , λx .~t�

~t u� , µα .〈~t� ||~u� · α〉

~α� , α

~t · π � , ~t� · ~e�

It is then an easy exercise to check that typing judgments are preserved through the embedding6, and
it also easily veri�ed that in the call-by-name se�ing, reductions are also preserved:

(Push)
(Grab)

~tu ? π � = 〈µα .〈~t� ||~u� · α〉||~π �〉 → 〈~t� ||~u� · ~π �〉 = ~t ?u · π �
~λx . t ?u · π � = 〈λx .~t� || ~u� · ~π �〉 2→ 〈~t�[~u�/x]||~π �〉 = ~t[u/x]? π �

Actually, the full λc calculus can be retrieved since the call/cc operator and continuation constants
kπ can also be soundly embedded. Interestingly, by being more atomic the syntax of the λµµ̃-calculus
forces us to de�ne both terms in a way that the corresponding reductions rules:

(Save)
(Restore)

call/cc ? t · π � t ?kπ · π
kπ ? t · π ′ � t ? π

are decomposed into elementary steps. Indeed, let us de�ne the following proof terms:

call/cc , λa.µα .〈a ||kα · α〉 ke , λa′.µ .〈a′ ||e〉

and set ~cc� , call/cc and ~kπ � , k~π � . As expected, call/cc can be typed with Peirce’s law (see
Figure 4.6), as a ma�er of fact its very de�nition is obtained from the proof of Peirce’s law in Figure 4.4
through Curry-Howard isomorphism. Let us observe the computational behavior of call/cc: in front
of a context of the right shape (that is a stack q · e with e of type A), it catches the context e thanks to
the µα binder and reduces as follows:

〈call/cc||q · e〉 = 〈λa.µα .〈a ||kα · α〉||q · e〉 → 〈µα .〈q ||kα · α〉||e〉 → 〈q ||ke · e〉

In particular, if q · e = ~t · π �, we recognize the (Save) rule. Notice also that the proof term now on
top of the stack ke = λa′.µ .〈a′ ||e〉 (which, if e was of typeA, is of typeA→ B, see Figure 4.6) contains

6�at is to say that if a typing judgment Γ ` t : A is derivable then Γ ` ~t� : A | ε is derivable within the λµµ̃-calculus. To
be precise, this would require to restrict to simple types for t or to extend the λµµ̃-calculus type system to second-order, but
in fact both lead to the desired result.
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a second binder µ . In front of a stack q′ · e ′, this binder will now catch the context e ′ and replace it by
the former context e:

〈ke ||q
′ · e ′〉 = 〈λa′.µ .〈a′ ||e〉||q′ · e ′〉 → 〈µ .〈q′ ||e〉||e ′〉 → 〈q′ ||e〉

Here again, we recognize exactly the (Restore) rule of the λc -calculus. For both cc and kπ (and both
reduction rules), their de�nitions in the λµµ̃-calculus is more atomic and highlights that these terms
computes in two elementary steps: they �rst grab (by means of a λ abstraction) a term t on the stack,
then they capture the evaluation context e (by means of a µ abstraction) and reduce accordingly to their
speci�cation (call/cc furnishes to t the continuation ke while ke ′ drops the continuation context and
let t be evaluated in the (restored) context e ′).

4.2.5 Soundness

When de�ning a proof system by means of a calculus, one should necessarily proceed to a sanity
check. It is standard to consider a calculus safe if it enjoys properties such as type safety (like subject
reduction), soundness and normalization, which correspond respectively to the following questions: Is
the reduction system correct with respect to the type system? Is there a proof of false? Does the typing
ensure normalization of terms?

�ere are actually many ways to answer each of these questions. Let us brie�y present three of
them. �e �rst option is to prove everything directly, from scratch. �e property of subject reduction
is usually proved by a cautious induction over the reduction rules, with a bunch of auxiliary lemmas
about substitution. Assuming that the normalization holds, it can be combined with subject reduction
to prove the soundnes: if there was a proof of false then this proof can be reduced to a term in normal
form (normalization) which is also a proof of false (subject reduction). �en if su�ces to show that
there is no such term. Finally, the normalization is proved by any possible means (most of the time it is
the hardest part), for instance by a combinatorial argument, like identifying a decreasing quantity on
the typing derivation, or by adapting one the following techniques.

A second technique consists in the de�nition of a realizability interpretation for the calculus. While
the interpretation can be tricky in itself to de�ne and prove adequate, in the end the adequacy generally
gives normalization and soundness for free.

A third solution relies on the de�nition of an embedding into another proof system for which these
properties holds. �en, if the translation is adequate in the sense that it preserves types and reduction,
the normalization of the target calculus ensures the one of the source, and the non existence of a proof
of false (or the corresponding translated type) in the target language should also ensure the soundness
of the source language. Aside from proving these properties, an interest of this technique is that it might
decompose or reduce di�culties of the source calculus (for instance the presence of control operators)
into well-known pieces of the target calculus (for instance the simply-typed λ-calculus). A standard
class of such embeddings are the continuation-passing style translations that we shall now present.

We will then take the call-by-name and call-by-value λµµ̃-calculi as examples, and use both a
continuation-passing style translation and a realizability interpretation in each case to prove that these
calculi enjoy the properties of soundness and normalization.

4.3 Continuation-passing style translation

4.3.1 Principles

In the realm of the proofs-as-programs correspondence, continuation-passing style (CPS) translations
are twofold: they bring both a program translation and a logical translation. We shall �rst focus on
the computational aspect, and emphasize the logical side in the next section. As a program transla-
tion, continuation-passing style translations are a well-known class of computational reductions from
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a calculus to another one. In particular, they have a lot of application in terms of compilation. �e
terminology was �rst introduced in 1975 by Sussman and Steele in a technical report about the Scheme
programming language [153]. �ey illustrate this technique with the example of the factorial. Using a
mixed notation between pseudo-code and λ-calculus7, a standard recursive de�nition of the factorial is
given by:

fact aux := λn.if n = 0 then 1 else n × fact (n − 1)

It is easy to check that fact computes correctly the factorial, for instance when applied to 3 it reduces
as follows:

fact 3 → 3 × fact 2 → 3 × 2 × fact 1 → 3 × 2 × 1 × fact 0 → 3 × 2 × 1 → 6

However, there is another way to drive the same computation forward, which Sussman and Steele [153]
describe by:

“It is always possible, if we are willing to specify explicitly what to do with the answer, to
perform any calculation in this way: rather than reducing to its value, it reduces to an appli-
cation of a continuation to its value. �at is, in this continuation-passing programming style,
a function always “returns” its result by “sending” it to another function. �is is the key idea.”

�is corresponds to this alternative de�nition of the factorial:

fact := λnk .if n = 0 then k 1 else fact (n − 1) (λr .k (n × r ))

where the abstracted variable k is expecting the continuation as an argument. A continuation is a
function waiting for the return value to drive the computation forward. In other words, from the point
of view of the program, a continuation is a term that rei�es the future of the computation. For instance,
when applied to 3 and a function answer as continuation, the execution thread of fact is now:

fact 3 answer → fact 2 (λr . answer (3 × r ))
→ fact 1 (λr .(λr . answer (3 × r )) (2 × r ))
→ fact 0 (λr .(λr .(λr . answer (3 × r )) (2 × r ) (1 × r ))
→ (λr .(λr .(λr . answer (3 × r )) (2 × r )) (1 × r )) 1
→ (λr .(λr . answer (3 × r )) (2 × r )) 1
→ (λr . answer (3 × r )) 2
→ answer 6

We notice that if the �rst argument n is di�erent from 0, fact makes a recursive call to itself with n− 1
and a new continuation that is waiting for the answer r to compute the product n × r and return it to
the former continuation8. �is idea could of course be generalized to translate as well the arithmetic
primitives: any integer n could be transformed into the function n := λk .k n that expects a continuation
and apply this continuation to n. Similarly, the multiplication operator could be transformed into an
operator × waiting for the translations n,m of two integers and a continuation k , furnishing to n and
m the adequate continuations to extract their values and �nally return the multiplication to k : × :=

7�is could be formally embedded in the λ×+-calculus with integers, but there is no interest in being so formal here.
8In fact, we could optimize the continuation in the continuation-passing style translated form of the factorial to obtain an

alternative de�nition of the factorial function, which has the same computational behavior of without continuation:
fact := λn.fact auxn 1

fact aux := λmr .if m = 0 then r else fact aux (n − 1) (n × r )
In that case, the function fact is said to be tail-recursive, and reduces as follows:

fact 3 → fact aux 3 1 → fact aux 2 3 → fact aux 1 6 → fact aux 0 6 → 6
where we skipped the arithmetic reductions.
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λtuk .t (λn.u (λm.k (n×m)). Again, when applied to a continuation answer and the translation of 3 and
2, this term will compute the expected result by passing of continuations along the execution:

× 3 2 answer → 3 (λn.2 (λm.answer (n ×m)))

→ (λn.2 (λm.answer (n ×m))) 3
→ 2 (λm.answer (3 ×m))
→ (λm.answer (3 ×m)) 2
→ answer 6

It is worth noting that the continuation-passing style translation also proposes an operational semantics
in that it makes explicit the order in which the reduction steps are computed. In particular, di�erent
evaluation strategies correspond to di�erent continuation-passing style translations9. �is was studied
by Plotkin for the call-by-name and call-by-value strategies within the λ-calculus [140], and we shall
recall in the sequel the corresponding translations for the λµµ̃-calculus [33].

In addition to the operational semantics, continuation-passing style translations allow to bene�t
from properties already proved for the target calculus. Besides, the passing of continuations provides
a way to handle the �ow of control, and in particular to embed control operators (like call/cc or
the µ operator). For instance, we will see how to de�ne translations p 7→ ~p� from the simply-typed
λµµ̃-calculus (the source language) to the simply-typed λ-calculus (the target language) along which the
properties of normalization and soundness can be transfered. In details, these translations will preserve
reduction, in that a reduction step in the source language gives rise to a step (or more) in the target
language:

c 1−→ c ′ ⇒ ~c�
+
−→β ~c

′� (4.1)

We will say that a translation is typed when it comes with a translation A 7→ ~A� from types of the
source language to types of the target language, such that a typed proof in the source language is
translated into a typed proof of the target language:

Γ ` p : A | ∆ ⇒ ~Γ�,~∆� ` ~p� : ~A� (4.2)

Lastly, these translations will map the type ⊥ into a type ~⊥� which is not inhabited:

0 p : ~⊥� (4.3)

Assuming that the previous properties hold, one automatically gets:

�eorem 4.4 (Bene�ts of the translation). If the target language of the translation is sound and normal-
izing, and if besides the equations (4.1), (4.2) and (4.3) hold, then:

1. If ~p� normalizes, then p normalizes

2. If p is typed, then p normalizes

3. �e source language is sound, i.e. there is no proof ` p : ⊥

Proof. 1. By contrapositive, if p does not normalizes, then according to equation (4.1) neither does
~p�.

2. Ifp is typed, then ~p� is also typed by(4.2), and thus normalizes. Using the �rst item,p normalizes.
3. By reductio ad absurdum, direct consequence of (4.3). �

9For instance, in our example the translation of the operator × corresponds to the call-by-name translation, because it
is waiting for the unevaluated translations of 3 and 2 and takes the responsibility of evaluating them when needed. On the
opposite, the call-by-value translation × := λnmk .k (n ×m) would have been waiting directly for integers (values) and the
application of a function to its argument (that is the translation of t u) should then have been in charge of performing the
evaluation of the argument: t u := λk .u λv .t v k .
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4.3.2 �e underlying negative translation

As mentioned in the last paragraphs, continuation-passing style translations have their logical coun-
terpart, since they induce a translation on formulas. If we observe for instance the translation of 2,
de�ned as λk .k 2, we see that it now expects a continuation waiting for an integer (atomic type nat)
whose return type is unknown, say R. �at is, the atomic type nat is translated into:

nat , (nat→ R) → R

As for the multiplication operator, its translation ×, which is waiting for two translated integers and a
continuation is now of type:

(nat→ nat→ nat) , nat→ nat→ (nat→ R) → R = nat→ nat→ nat

In the case where R is taken to be ⊥, this corresponds exactly to Gödel-Gentzen negative translation
ϕN of formula:

ϕN , ¬¬ϕ (ϕ atomic)
(ϕ → ψ )N , ϕN → ψN

(ϕ ∨ψ )N , ¬(¬ϕN ∧ ¬ψN )

(ϕ ∧ψ )N , (ϕN ∧ψN )

(¬ϕ)N , ¬ϕN

(∀x .ϕ)N , ∀x .¬ϕN

(∃x .ϕ)N , ¬(∀x .¬ϕN )

�is translation actually de�nes an embedding of classical (�rst-order) logic into intuitionistic (�rst-
order) logic, in the sense that if T is a set of axioms, then the sequent T ` Φ is provable in LK if and
only if the translated sequent T N ` ΦN is provable in LJ (intuitionistic sequent calculus). �is is to be
related with the fact that it allows to embed control operators in the λ-calculus. Since classical logic
is computationally obtained from intuitionistic logic (λ-calculus) by addition of a control operator, it
is quite natural that a sound embedding of the calculus with control operator back to the λ-calculus
de�nes an embedding of classical logic within intuitionistic logic.

4.3.3 �e bene�ts of semantic artifacts

Continuation-passing style translations are thus a powerful tool both on the computational and the
logical facets of the proofs-as-programs correspondence, which we use in the forthcoming sections to
prove normalization and soundness of the λµµ̃-calculus. Rather than giving directly the appropriate
de�nitions, we would like to insist on a convenient methodology to obtain CPS translations as well as
realizability interpretations (which are deeply connected). �is methodology is directly inspired from
Danvy et al method to derive hygienic semantics artifacts for a call-by-need calculus [38]. Reframed in
out se�ing, it essentially consists in the successive de�nitions of:

1. an operational semantics,
2. a small-step calculus or abstract machine,
3. a continuation-passing style translation,
4. a realizability model.

�e �rst step is nothing more than the usual de�nition of a reduction system. �e second step consists
in re�ning the reduction system to obtain small-step reduction rules (as opposed to big-step ones),
that are �ner-grained reduction steps. �ese steps should be as atomic as possible, and in particular,
they should correspond to an abstract machine in which the sole analysis of the term (or the context)
should determine the reduction to perform. Such a machine is called in context-free form [38]. If so, the
de�nition of a CPS translation is almost straightforward, as well as the realizability interpretation. Let
us now illustrate this methodology on the call-by-name and call-by-value λµµ̃-calculi.
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4.4 �e call-by-name λµµ̃-calculus

4.4.1 Reduction rules

We recall here the (big-step) reduction rules of the call-by-name λµµ̃-calculus (Section 4.2.2), where the
µ̃ operator gets the priority over the µ operator:

〈p ||µ̃a.c〉 → c[p/a]
〈µα .c ||E〉 → c[E/α]
〈λa.p ||q · e〉 → 〈q ||µ̃a.〈p ||e〉〉

As such, these rules de�ne an abstract machine which is not in context-free from since to reduce a
command one need to analyze simultaneously what is the term and what is the context.

4.4.2 Small-step abstract machine

To alleviate this ambiguity, we will re�ne the reduction system into small-step rules in which it is
always speci�ed which part of the command is being analyzed. If we examine the big-step rules, the
only case where the knowledge of only one side su�ces: when the context is of the form µ̃a.c , which
has the absolute priority. So that we can start our analysis of a command by looking at its le�-hand
side. If it is a µ̃a.c , we reduce it, otherwise, we can look at the right-hand side. Now, if the term is of the
shape µα .c , it should be reduced, otherwise, we can analyze the le�-hand side again. �e only case le�
is when the context is a stack q · e and the term is a function λa.p, in which case the command reduces.

�e former case suggests two things: �rst, that the reduction should proceed by alternating exam-
ination of the le�-hand and the right-hand side of commands. Second, that there is a descent in the
syntax from the most general level (context e) to the most speci�c one (values10 V ), passing by p and E
in the middle:

Terms p ::= µα .c | a | V
Values V ::= λa.p

Contexts e ::= µ̃a.c | E
Co-values E ::= α | p · e

So as to stick to this intuition, we denote commands with the level of syntax we are examining (ce ,ct ,cE ,cV ),
and de�ne a new set of reduction rules which are of two kinds: computational steps, which re�ect the
former reduction steps, and administrative steps, which organize the descent in the syntax. For each
level in the syntax, we de�ne one rule for each possible construction. For instance, at level e , there is
one rule if the context is of the shape µ̃a.c , and one rule if it is of shape E. �is results in the following
set of small-step reduction rules:

〈p ||µ̃a.c〉e  ce [p/a]
〈p ||E〉e  〈p ||E〉p
〈µα .c ||E〉p  ce [E/α]
〈V ||E〉p  〈V ||E〉E
〈V ||q · e〉E  〈V ||q · e〉V
〈λa.p ||q · e〉V  〈q ||µ̃a.〈p ||e〉〉e

where the last two rules could be compressed in one rule:

〈λa.p ||q · e〉E  〈q ||µ̃a.〈p ||e〉〉e

Note that there is no rule for variables and co-variables, since they block the reduction. It is obvious that
theses rules are indeed a decomposition of the previous ones, in the sense that if c,c ′ are two commands
such that c 1→ c ′, then there exists n > 1 such that c n c ′.

10Observe that values usually include variables, but here we rather consider them in the category p. �is is due to the
fact that the operator µ̃ catches proofs at level p and variables are hence intended to be substituted by proofs at this level.
�rough the CPS, we will see that we actually need values to be considered at level p as they are indeed substituted by proofs
translated at this level.
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4.4.3 Call-by-name type system

�e previous subdivision of the syntax and reductions also suggests a �ne-grained type system, where
sequents are annotated with the adequate syntactic categories:

Γ `V V : A | ∆
Γ `p V : A | ∆ (V )

(a : A) ∈ Γ
Γ `p a : A | ∆ (Axr )

c : (Γ `c ∆,α : A)
Γ `p µα .c : A | ∆

(µ )
Γ,a : A `p p : B | ∆

Γ `V λa.p : A→ B | ∆
(→r )

Γ | E : A `E ∆
Γ | E : A `e ∆

(E )
c : (Γ,a : A `c ∆)
Γ | µ̃a.c : A `e ∆

(µ̃ )
(α : A) ∈ ∆

Γ | α : A `E ∆
(Axl )

Γ `p p : A | ∆ Γ | e : B `e ∆

Γ | p · e : A→ B `E ∆
(→l )

While this does not bring any bene�t when building typing derivations (when collapsed at level e
and p, this type system is exactly the original one), it has the advantage of spli�ing the rules in more
atomic ones which are closer from the reduction system. Hence it will be easier to prove that the CPS
translation is typed using these rules as induction bricks.

4.4.4 Continuation-passing style translation

4.4.4.1 Translation of terms

Once we have an abstract-machine in context-free form at hands, the corresponding continuation-
passing style translation is straightforward. It su�ces to start from the higher level in the descent
(here e) and to de�ne a translation for each level which, for each element of the syntax, simply describe
the corresponding small-step rule. In the current case, this leads to the following de�nition:

~µ̃a.c�e p , (λa.~c�c ) p

~E�e p , p ~E�E
~µα .c�p E , (λα .~c�c ) E

~a�p , a

~V �p E , E ~V �V
~q · e�E V , V ~q�p ~e�e
~α�E , α

~λa.p�V q e , (λa.e ~p�p ) q

where administrative reductions peculiar to the translation (like continuation-passing) are compressed,
and where ~〈p ||e〉�c , ~e�e ~p�p . �e expanded version is simply:

~µ̃a.c�e , λa.~c�c
~E�e , λp.p ~E�E
~µα .c�p , λα .~c�c
~a�p , a

~V �p , λE.E ~V �V
~q · e�E , λV .V ~q�p ~e�e
~α�E , α

~λa.p�V , λqe .(λa.e ~p�p ) q

�is induces a translation of commands at each level of the translation:

~〈p ||e〉�ec , ~e�e ~p�p ~〈V ||E〉�Ec , ~E�E ~V �V
~〈p ||E〉�

p
c , ~p�p ~E�E ~〈V ||q · e〉�Vc , ~V �V ~q�p ~e�e

which is easy to prove correct with respect to computation, since the translation is de�ned from the
reduction rules. We �rst prove that substitution is sound through the translation, and then prove that
the whole translation preserves the reduction.

Lemma 4.5. For any variable a (co-variable α ) and any proof q (co-value E), the following holds for any
command c :

~c[q/a]�c = ~c�c [~q�p/a] ~c[E/α]�c = ~c�c [~E�E/α]

�e same holds for substitution within proofs and contexts.
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Proof. Easy induction on the syntax of commands, proofs and contexts, the key cases corresponding to
(co-)variables:

~α�e [~E�E/α] = (λp.p α )[~E�E/α] = λp.p ~E�E = ~E�e = ~α[E/α]�e
�

Proposition 4.6. For all levels ι,o of e,p,E, and any commands c,c ′, if cι 1 c ′o , then ~c�ιc
+
−→β ~c

′�oc .

Proof. �e proof is an easy induction on the reduction  . Administrative reductions are trivial, the
cases for µ and µ̃ correspond to the previous lemma, which leaves us with the case for λ:

~〈λa.p ||q · e〉�Vc = (λqe .(λa.e ~p�p ) q) ~q�p ~e�e
2−→β (λa.~e�e ~p�p ) ~q�p = ~〈q ||µ̃a.〈p ||e〉〉�

e
c
�

4.4.4.2 Translation of types

�e computational translation induces the following translation on types:

~A�e , ~A�p → ⊥

~A�p , ~A�E → ⊥

~A�E , ~A�V → ⊥

~A→ B�V , ~A�p → ~B�e → ⊥

~X �V , X (X variable)

where we take ⊥ as return type for continuations. �is extends naturally to typing contexts, where the
translation of Γ is de�ned at level p while ∆ is translated at level E:

~Γ,a : A�p , ~Γ�p ,a : ~A�p ~∆,α : A�E , ~∆�E ,α : ~A�E

As we did not include any constant of atomic types, the choice for the translation of atomic types is
somehow arbitrary, and corresponds to the idea that a constant c would be translated into λk .k c . We
could also have translated atomic types at level p, with constants translated as themselves. In any case,
the translation of proofs, contexts and commands is well-typed:

Proposition 4.7. For any contexts Γ and ∆, we have

1. if Γ ` p : A | ∆ then ~Γ�p ,~∆�E ` ~p�p : ~A�p
2. if Γ | e : A ` ∆ then ~Γ�p ,~∆�E ` ~e�e : ~A�e
3. if c : Γ ` ∆ then ~Γ�p ,~∆�E ` ~c�c : ⊥

Proof. �e proof is done by induction over the typing derivation. We can re�ne the statement by using
the type system presented in Section 4.4.3, and proving two additional statements: if Γ `V V : A | ∆
then ~Γ�p ,~∆�E ` ~V �V : ~A�p (and similarly for E). We only give two cases, other cases are easier or
very similar.

• Case c . If c = 〈p ||e〉 is a command typed under the hypotheses Γ,∆:

Γ `p p : A | ∆ Γ | e : A `e ∆

〈p ||e〉 : Γ `c ∆
(Cut)

then by induction hypotheses for e and p, we have that ~Γ�p ,~∆�E ` ~e�e : ~A�p → ⊥ and that
~Γ�p ,~∆�E ` ~p�p : ~A�p , thus we deduce that ~Γ�p ,~∆�E ` ~e�e ~p�p : ⊥.
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• Case V . If λa.p has type A→ B:
Γ,a : A `p p : B | ∆

Γ `V λa.p : A→ B | ∆
(→r )

then by induction hypothesis, we get that ~Γ�p ,~∆�E ,a : ~A�p ` ~p�p : ~B�p . By de�nition, we have
~λa.p�V = λqe .(λa.e ~p�p ) q, which we can type:

e : ~B�e ` e : ~B�p → ⊥
(Ax)

~Γ�p ,~∆�E ,a : ~A�p ` ~p�p : ~B�p
~Γ�p ,~∆�E ,e : ~B�e ,a : ~A�p ` e ~p�p : ⊥ (→E )

~Γ�p ,~∆�E ,e : ~B�e ` λa.e ~p�p : ~A�p → ⊥
(→I )

q : ~A�p ` q : ~A�p
(Ax)

~Γ�p ,~∆�E ,q : ~A�p ,e : ~B�e ` (λa.e ~p�p ) q : ⊥
(→E )

~Γ�p ,~∆�E ` λqe .(λa.e ~p�p ) q : ~A�p → ~B�e → ⊥
(→I )

�

Up to this point, we already proved enough to obtain the normalization of the λµµ̃-calculus for the
operational semantics considered:
�eorem 4.8 (Normalization). Typed commands of the simply typed call-by-name λµµ̃-calculus are nor-
malizing.

Proof. By applying the generic result for translations (�eorem 4.4) since the required conditions are
satis�ed: the simply-typed λ-calculus is normalizing (�eorem 2.17), and Propositions 4.18 and 4.19
correspond exactly to equations (5.1) and (5.2). �

It only remains to prove that there is no term of the type ~⊥�p to ensure the soundness of the
λµµ̃-calculus.
Proposition 4.9. �ere is no term t in the simply typed λ-calculus such that ` t : ~⊥�p .

Proof. By de�nition, ~⊥�p = (⊥ → ⊥) → ⊥. Since λx .x is of type ⊥ → ⊥, if there was such a term t ,
then we would obtain ` t λx .x : ⊥, which is absurd. �

�eorem 4.10. �ere is no proof p (in the simply typed call-by-name λµµ̃-calculus) such that ` p : ⊥ | .

Proof. Simple application of �eorem 4.4. �

4.4.5 Realizability interpretation

We shall present in this section a realizability interpretation à la Krivine for the call-by-name λµµ̃-
calculus. As Krivine classical realizability is naturally suited for a second-order se�ing, we shall �rst
extend the type system to second-order logic. As we will see, the adequacy of the typing rules for
universal quanti�cation almost comes for free. However, we could also have sticked to the simple-
typed se�ing, whose interpretation would have required to explicitly interpret each atomic type by a
falsity value.

4.4.5.1 Extension to second-order

We �rst give the usual typing rules à la Curry for �rst- and second-order universal quanti�cations in
the framework of the λµµ̃-calculus. Note that in the call-by-name se�ing, these rules are not restricted
and de�ned at the highest levels of the hierarchy (e for context, p for proofs).

Γ | e : A[n/x] ` ∆
Γ | e : ∀x .A ` ∆

(∀1
l )

Γ ` p : A | ∆ x < FV (Γ,∆)

Γ ` p : ∀x .A | ∆ (∀1
r )

Γ | e : A[B/X ] ` ∆
Γ | e : ∀X .A ` ∆

(∀2
l )

Γ ` p : A | ∆ X < FV (Γ,∆)

Γ ` p : ∀X .A | ∆ (∀2
r )
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4.4.5.2 Realizability interpretation

We shall now present the realizability interpretation. As shown in Section 4.2.4, the call-by-name eval-
uation strategy allows to fully embed the λc -calculus. It is no surprise that the respective realizability
interpretations for these calculi are very close. �e major di�erence lies in the presence of the µ̃ oper-
ator which has no equivalent in the λc -calculus, and forces to add a level in the interpretation. While
we could directly state the de�nition and prove its adequacy, we rather wish to a�ract the reader a�en-
tion to the fact that this de�nition is a consequence of the small-steps operational semantics. Indeed,
going back to the intuition of a game underlying the de�nition of Krivine realizability, we are looking
for sets of proofs (truth values) and set of contexts (falsity values) which are “well-behaved” against
their respective opponents. �at is, given a formula A, we are looking for players for A which com-
pute “correctly” in front of any contexts opposed to A. If we take a closer look at the de�nition of the
context-free abstract machine (Section 4.4.2), we see that the four levels e ,p,E,V are precisely de�ned as
sets of objects computing “correctly” in front of any object in the previous category: for instance, proofs
in p are de�ned together with their reductions in front of any context in E. �is was already re�ected
in the continuation-passing style translation. �is suggests a four-level de�nition of the realizability
interpretation, which we compact in three levels as the lowest level V can easily be inlined at level p
(this was already the case in the small-step operational semantics and we could have done it also for
the CPS).

�e interpretation uses again the standard model� for the interpretation of �rst-order expressions
and is parameterized by a pole ⊥⊥, whose de�nition exactly matches the one for the λc -calculus:

De�nition 4.11 (Pole). A pole is any subset ⊥⊥ of commands which is closed by anti-reduction, that is
for all commands c,c ′, if c ∈ ⊥⊥ and c → c ′, then c ∈ ⊥⊥. y

We try to stick as much as possible to the notations and de�nitions of Krivine realizability. In
particular, we de�ne Π (the base set for falsity values) as the set of all co-values: Π , E. Falsity
value functions, which are again de�ned as functions F : �k → P (Π), are once more associated
with predicate symbols Ḟ , so that we use the very same de�nition of formulas with parameters. �e
interpretation of formulas with parameters is de�ned by induction on the structure of formulas:

‖Ḟ (e1, . . . ,ek )‖E , F (~e1�, . . . ,~ek �)

‖A→ B‖E , {p · e : p ∈ |A|p ∧ e ∈ ‖B‖e }

‖∀x .A‖E ,
⋃
n∈�

‖A[n/x]‖E

‖∀X .A‖E ,
⋃

F :�k→P (Π)

‖A[Ḟ/X ]‖E

|A|p , ‖A‖⊥⊥E = {p : ∀e ∈ ‖A‖E ,〈p ||e〉 ∈ ⊥⊥}
‖A‖e , |A|⊥⊥p = {e : ∀e ∈ ‖A‖E ,〈p ||e〉 ∈ ⊥⊥}

�is de�nition exactly matches the one for the λc -calculus, considering that the “extra” level of interpre-
tation ‖A‖e is hidden in the la�er, since all stacks are co-values. �e expected monotonicity properties
are satis�ed:

Proposition 4.12 (Monotonicity). For any formula A, the following hold:

1. ‖A‖E ⊆ ‖A‖e
2. |A|⊥⊥⊥⊥p = |A|p

3. |∀x .A|p =
⋂

n∈� |A[n/x]|p

4. |∀X .A|p =
⋂

F :�k→P (Π) |A[Ḟ/X ]|p
5. ‖∀x .A‖e ⊇

⋃
n∈� ‖A[n/x]‖e

6. ‖∀X .A‖e ⊇
⋃

F :�k→P (Π) ‖A[Ḟ/X ]‖e
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Proof. �ese properties actually hold for arbitrary sets A and orthogonality relation ⊥. Facts 1 and 2
are simply the usual properties of bi-orthogonal sets: A ⊆ A⊥⊥ and A⊥⊥⊥ = A⊥. Facts 3 and 4 are the
usual equality (

⋃
A∈A A)⊥ =

⋂
A∈A A⊥. Facts 5 and 6 are the inclusion (

⋂
A∈A A)⊥ ⊇

⋃
A∈A A⊥. �

A valuation is de�ned again as a function ρ which associates a natural number ρ (x ) ∈ � to every
�rst-order variable x and a falsity value function ρ (X ) : �k → P (Π) to every second-order variable X
of arity k . As for substitutions, wri�en σ , they now map variables to closed proofs (wri�en σ ,a := p)
and co-variables to co-values (wri�en σ ,α := E). We denote again by A[ρ] (resp. p[σ ],e[σ , ...) the
closed formula (resp. proofs, context,…) where all variables are substituted by their values through ρ.

Given a closed (one-sided) context Γ, we say that a substitutionσ realizes Γ, which we writeσ  Γ, if
for any (a : A) ∈ Γ, σ (a) ∈ |A|p and if for any (α : A⊥⊥) ∈ Γ, σ (α ) ∈ ‖A‖E . We are now equipped to prove
the adequacy of the typing rules for the (call-by-name) λµµ̃-calculus with respect to the realizability
interpretation we de�ned.

Proposition 4.13 (Adequacy). Let Γ,∆ be typing contexts, ρ be any valuation and σ be a substitution
such that σ  (Γ ∪ ∆)[ρ], then

1. if Γ ` p : A | ∆, then p[σ ] ∈ |A[ρ]|p
2. if Γ | e : A ` ∆, then e[σ ] ∈ ‖A[ρ]‖e
3. if c : Γ ` ∆, then c[σ ] ∈ ⊥⊥

Proof. By mutual induction over the typing derivation.

• Case (Cut). We are in the following situation:

Γ ` p : A | ∆ Γ | e : A ` ∆
〈p ||e〉 : Γ ` ∆ (Cut)

By induction, we have p[σ ] ∈ |A[ρ]|p and e[σ ] ∈ ‖A[ρ]‖e , thus 〈p[σ ]||e[σ ]〉 ∈ ⊥⊥.

• Case (Axr ). We are in the following situation:

(a : A) ∈ Γ
Γ ` a : A | ∆ (Axr )

Since σ  Γ[ρ], we deduce that σ (a) ∈ |A|p ⊂ |A[ρ]|.

• Case (Axl ). We are in the following situation:

(α : A) ∈ ∆
Γ | α : A ` ∆ (Axl )

Since σ  ∆[ρ], we deduce that σ (α ) ∈ ‖A[ρ]‖.

• Case (µ ). We are in the following situation:

c : (Γ ` ∆,α : A)
Γ ` µα .c : A | ∆

(µ )

Let E be any context in ‖A[ρ]‖E , then (σ ,α := E)  (Γ∪∆)[ρ],α : A⊥⊥[ρ]. By induction, we can deduce
that c[σ ,α := E] = (c[σ ])[E/α] ∈ ⊥⊥. By de�nition,

〈(µα .c )[σ ]||E〉 = 〈µα .c[σ ]||E〉 → c[σ ][E/α] ∈ ⊥⊥

thus we can conclude by anti-reduction.
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• Case (µ̃ ). We are in the following situation:

c : (Γ,a : A  ∆)

Γ | µ̃a.c : A ` ∆
(µ̃ )

Let p be a proof in |A[ρ]|p , by assumption we have (σ ,a := p)  (Γ,a : A ∪ ∆)[ρ]. As a consequence,
we deduce from the induction hypothesis that c[σ ,a := p] = (c[σ ])[p/a] ∈ ⊥⊥. By de�nition, we have:

〈p ||(µ̃a.c )[σ ]〉 = 〈p ||µ̃a.c[σ ]〉 → (c[σ ])[p/a] ∈ ⊥⊥

so that we can conclude by anti-reduction.

• Case (→r ). We are in the following situation:

Γ,a : A ` p : B | ∆
Γ ` λa.p : A→ B | ∆

(→r )

Let q ·e be a stack in ‖ (A→ B)[ρ]‖E , that is to say that q ∈ |A[ρ]|p and e ∈ ‖B[ρ]‖e . By de�nition, since
q ∈ |A[ρ]|p , we have (σ ,a := q)  (Γ,a : A ∪ ∆)[ρ]. By induction hypothesis, this implies in particular
that p[σ ,a := q] ∈ |B[ρ]|p and thus 〈p[σ ,a := q]||e〉 ∈ ⊥⊥. We can now use the closure by anti-reduction
to get the expected result:

〈λa.p[σ ]||q · e〉 → 〈q ||µ̃a.〈p[σ ]||e〉〉 → 〈p[σ ,a := q]||e〉 ∈ ⊥⊥

• Case (→l ). We are in the following situation:

Γ ` q : A | ∆ Γ | e : B ` ∆
Γ | q · e : A→ B ` ∆

→E

By induction hypothesis, we obtain that q[σ ] ∈ |A[ρ]|p and e[σ ] ∈ ‖B[ρ]‖e . By de�nition, we thus
have that (q · e )[σ ] ∈ ‖A→ B‖E ⊆ ‖A→ B‖e .

• Case (∀1
r ). We are in the following situation:

Γ ` p : A | ∆ x < FV (Γ,∆)

Γ ` p : ∀x .A | ∆ (∀1
r )

By induction hypothesis, since x < FV (Γ,∆), for any n ∈ � we have (Γ ∪ ∆)[ρ,x ← n] = (Γ ∪ ∆)[ρ]
and thus σ ` (Γ ∪ ∆)[ρ,x ← n]. We obtain by induction hypothesis that p[σ ] ∈ |A[ρ,x ← n]|p for any
n ∈ �, i.e. that p[σ ] ∈ ⋂

n∈� |A[ρ,x ← n]|p = |∀x .A[ρ]|p . �e case (∀2
r ) is identical to this one.

• Case (∀1
l ). We have that

Γ | e : A[n/x] ` ∆
Γ | e : ∀x .A ` ∆

(∀1
l )

thus by induction hypothesis we get that e[σ ] ∈ ‖ (A[n/x])[ρ]‖e . �erefore we have in particular that
e[σ ] ∈ ⋃

n∈� ‖ (A[n/x])[ρ]‖e ⊆ ‖∀x .A[ρ]‖e (Proposition 4.22). �e case (∀2
r ) is identical to this one. �

Once the adequacy is proved, normalization and soundness almost come for free. �e normalization
is a direct corollary of the following observation, whose proof is the same as for Proposition 6.9:

Proposition 4.14. �e set ⊥⊥⇓ , {c : c normalizes} of normalizing commands de�nes a valid pole.

�eorem 4.15 (Normalization). For any contexts Γ,∆ and any command c , if c : Γ ` ∆, then c normalizes.

93



CHAPTER 4. THE λµµ̃-CALCULUS

Proof. By adequacy, any typed command c belongs to the pole⊥⊥⇓ modulo the closure under a substitu-
tion σ realizing the typing contexts. It su�ces to observe that to obtain a closed term, any free variable
a of type A in c can be substituted by an inert constant a which will realize its type (since it forms a
normalizing command in front of any E in ‖A‖E ). �us c[a/a,b/b, . . . ] normalizes and so does c . �

Similarly, the soundness is an easy consequence of adequacy, since the existence of a proof p of type
⊥ = ∀X .X would imply that p ∈ |⊥|p for any pole ⊥⊥. For any consistent pole (say the empty pole), this
is absurd.

�eorem 4.16 (Soundness). �ere is no proof p (in the second-order call-by-name λµµ̃-calculus) such that
` p : ⊥ | .

For what concerns the induced model, it is worth noting that the notion of proof-like terms for the
λc -calculus corresponds to closed proofs in the λµµ̃-calculus. Indeed, recall that continuation constants
are translated by ke , λa′.µ .〈a′ ||e〉, where e necessarily contains a free co-variable (or a stack bo�om
if we had included co-constants in our syntax). �e restriction to closed realizers is thus enough to
obtain a sound model.

4.5 �e call-by-value λµµ̃-calculus

We shall now reproduce this approach for the call-by-value λµµ̃-calculus. Since most of the steps are
very similar, we will try to be briefer in this section.

4.5.1 Reduction rules

We recall the reductions rules for the call-by-value evaluation strategy, in which µ gets the priority
over µ̃:

〈µα .c ||e〉 → c[e/α]
〈V ||µ̃a.c〉 → c[V /a]
〈λa.p ||q · e〉 → 〈q ||µ̃a.〈p ||e〉〉

4.5.2 Small-step abstract machine

We can split again the previous operational semantics into small-step reduction rules. �e underlying
syntactical subcategories for proofs, contexts and command are almost the same as in the call-by-name
se�ing, except that variables are now substituted by (and thus at the level of) values, while co-variables
are no longer co-values. Besides, the absolute priority is given to proofs at level p, so that the hierarchy
is reordered in p,e,V ,E. �e corresponding syntax is given by:

Terms p ::= µα .c | V
Values V ::= a | λa.p

Contexts e ::= µ̃a.c | E | α
Co-values E ::= p · e

and the small-step reduction system is given by:

〈µα .c ||e〉p  cp[e/α]
〈V ||e〉p  〈V ||e〉e
〈V ||µ̃a.c〉e  cp[V /a]
〈V ||E〉e  〈V ||E〉V
〈λa.p ||E〉V  〈λa.p ||E〉E
〈λa.p ||q · e〉E  〈q ||µ̃a.〈p ||e〉〉p

�is de�nes an abstract-machine in context-free form, and the last two rules can again be compacted in
one. We could also give a type system subdivided according to the syntactic hierarchy, which is exactly
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as expected. At this stage, we hope that any reader would be bored if we were to introduce it formally,
therefore we shall omit it.

4.5.3 Continuation-passing style translation

4.5.3.1 Translation of terms

Having the abstract-machine in context-free form at our disposal, we can give the continuation-passing
style corresponding to this operational semantics. �e direct translation of small-step rules gives:

~〈p ||e〉�c , ~p�p ~e�e
~µα .c�p e , (λα .~c�c ) e

~V �p e , e ~V �V
~µ̃a.c�e V , (λa.~c�c )V

~q · e�e V , V ~q�p ~e�e
~α�e , α

~a�V , a

~λa.p�V q e , q (λa.~p�p e )

where administrative reductions particular to the translation are compressed. �e expanded version is
then:

~〈p ||e〉�c , ~p�p ~e�e
~µα .c�p , λα .~c�c
~V �p , λe .e ~V �V
~µ̃a.c�e , λa.~c�c

~q · e�E , λV .V ~q�p ~e�e
~α�E , α

~a�V , a

~λa.p�V , λqe .q (λa.~p�p e )

�is induces a translation of commands at each level of the translation:

~〈p ||e〉�
p
c , ~p�p ~e�e ~〈V ||p〉�ec , ~e�e ~V �V ~〈V ||q · e〉�Vc , ~V �V ~q�p ~e�e

which is again easy to prove correct with respect to computation, since the translation is de�ned from
the reduction rules. �is requires again a lemma on the soundness of substitution through the CPS.

Lemma 4.17. For any variable a (co-variable α ) and any valueV (context e), the following holds for any
command c :

~c[V /a]�c = ~c�c [~V �V /a] ~c[e/α]�c = ~c�c [~e�e/α]

�e same holds for substitution within proofs and contexts.

Proof. By induction on the syntax of commands, proofs and contexts, the key cases corresponding to
(co-)variables:

~a�p[~V �V /a] = (λe .e a)[~V �V /a] = λe .e ~V �V = ~V �p = ~a[V /a]�p
�

Proposition 4.18. For all levels ι,o of e,p,E, and any commands c,c ′, if cι 1 c ′o , then ~c�ιc
+
−→β ~c

′�oc .

Proof. �e proof is again an easy induction on the reduction . Administrative reductions are trivial,
the cases for µ and µ̃ correspond to the previous lemma, which leaves us again with the more interesting
cases of λ:

~〈λa.p ||q · e〉�Vc = (λqe .q (λa.~p�p e )) ~q�p ~e�e
2−→β ~q�p (λa.~p�p ~e�e ) = ~〈q ||µ̃a.〈p ||e〉〉�

p
c

�
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4.5.3.2 Translation of types

�e computational translation induces the following translation on types:

~A�p , ~A�e → ⊥

~A�e , ~A�V → ⊥

~A→ B�V , ~A�p → ~B�e → ⊥

~X �V , X (X variable)

where we take⊥ as return type for continuations. �is translation extends naturally to contexts, where
the translation of Γ is de�ned at level V while ∆ is translated at level e:

~Γ,a : A�V , ~Γ�V ,a : ~A�V ~∆,α : A�e , ~∆�e ,α : ~A�e

�e translation of proofs, contexts and commands is well-typed:

Proposition 4.19. For any contexts Γ and ∆, we have

1. if Γ ` p : A | ∆ then ~Γ�V ,~∆�e ` ~p�p : ~A�p

2. if Γ | e : A ` ∆ then ~Γ�V ,~∆�e ` ~e�e : ~A�e

3. if c : Γ ` ∆ then ~Γ�V ,~∆�e ` ~c�c : ⊥

Proof. �e proof is done by induction over the typing derivation. �e proof is essentially the same than
in the call-by-name case, the main di�erence being in the case of (→r ), which is the only one we give
here. If λa.p has type A→ B:

Γ,a : A `p p : B | ∆
Γ `V λa.p : A→ B | ∆

(→r )

then by induction hypothesis, we get that ~Γ�V ,~∆�e ,a : ~A�V ` ~p�p : ~B�p . By de�nition, we have
~λa.p�V = λqe .q (λa.~p�p e ), which we can type:

q : ~A�p ` q : ~A�e → ⊥
(Ax)

~Γ�p ,~∆�E ,a : ~A�p ` ~p�p : ~B�e → ⊥ e : ~B�e ` e : ~B�e
(Ax)

~Γ�V ,~∆�e ,e : ~B�e ,a : ~A�V ` ~p�p e : ⊥ (→E )

~Γ�V ,~∆�e ,e : ~B�e ` λa.~p�p e : ~A�e
(→I )

~Γ�V ,~∆�e ,q : ~A�p ,e : ~B�e ` q (λa.~p�p e ) : ⊥
(→E )

~Γ�V ,~∆�e ` λqe .q (λa.~p�p e ) : ~A�p → ~B�e → ⊥
(→I )

�

�e continuation-passing style translation preserves both reduction and typing, thus it is su�cient
to deduce the normalization and the soundness (observe that we have again ~⊥�p = (⊥ → ⊥) → ⊥)
for the call-by-value λµµ̃-calculus. �e proofs are exactly the same as in the call-by-name case.

�eorem 4.20 (Normalization). Typed commands of the simply-typed call-by-value λµµ̃-calculus are
normalizing.

�eorem 4.21 (Soundness). �ere is no proof p (in the simply-typed call-by-value λµµ̃-calculus) such
that ` p : ⊥ | .
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4.5.4 Realizability interpretation

�e realizability interpretation follows the same guidelines than in the call-by-name se�ing. �e ma-
jor change comes with the syntactic hierarchy: given a formula A, its interpretation |A|p (the truth
value |A|) will be de�ned by orthogonality to ‖A‖e (falsity value ‖A‖), which will be itself de�ned by
orthogonality to |A|V . �e la�er is sometimes called truth value of values of the formula A, and is rem-
iniscent of call-by-value interpretations in Krivine realizability (see for instance [127, 109]). �e main
consequence of these bi-orthogonal de�nitions of truth values is that it requires a value restriction for
universal quanti�cations:

Γ | e : A[n/x] ` ∆
Γ | e : ∀x .A ` ∆

(∀1
l )

Γ ` V : A | ∆ x < FV (Γ,∆)

Γ ` V : ∀x .A | ∆ (∀1
r )

Γ | e : A[B/X ] ` ∆
Γ | e : ∀X .A ` ∆

(∀2
l )

Γ ` V : A | ∆ X < FV (Γ,∆)

Γ ` V : ∀X .A | ∆ (∀2
r )

As we will study value restriction more in depth in Chapter 7 (with di�erent motivations), we do not
want to give too much details at this stage. We only mention that this restriction is necessary to obtain
the adequacy of typing rules, and can be understood as a consequence of the strict inclusion between
the orthogonal of an intersection and the union of orthogonal sets: ⋃

A∈A A⊥ ( (
⋂

A∈A A)⊥. For
further explanations on the topic, we refer the reader to the appendices of [127].

Apart from this, the interpretation is straightforward. Poles are de�ned as usual as sets of com-
mands closed under anti-reduction, and predicates are now interpreted as function F : �k → P (V0)
whereV0 is the set of closed values. �e interpretation of formulas with parameters is then de�ned by
induction on the structure of formulas:

|Ḟ (e1, . . . ,ek ) |V , F (~e1�, . . . ,~ek �)

|A→ B |V , {λa.p : ∀u ∈ |A|V ,p[u/a] ∈ |B |p }
|∀x .A|V ,

⋂
n∈�

|A[n/x]|V

|∀X .A|V ,
⋂

F :�k→P (V0)

|A[Ḟ/X ]|V

‖A‖e , |A|⊥⊥V = {e | ∀V ∈ |A|V ,〈V ||e〉 ∈ ⊥⊥}

|A|p , ‖A‖⊥⊥e = {t | ∀e ∈ ‖A‖e ,〈p ||e〉 ∈ ⊥⊥}

�e intuition underlying this de�nition is the very same: a proof in the truth value (of values) |∀x .A|V of
a universally quanti�ed formula has to be in the corresponding truth value |A[n/x]|V for every possible
instantiation n ∈ � of the variable x . As for values in |A → B |V , they are functions of the form λa.p
where, according to the operational semantics, the abstracted a variable is intended to be substituted
by a value (i.e. a realizer in |A|V ), giving raise to a proof at level p (i.e. a realizer in |B |p ).

�is interpretation satis�es the following monotonicity relations:

Proposition 4.22 (Monotonicity). For any formula A, the following hold:

1. |A|V ⊆ |A|p
2. ‖A‖⊥⊥⊥⊥e = ‖A‖e

3. ‖∀x .A‖e ⊇
⋃

n∈� ‖A[n/x]‖e

4. ‖∀X .A‖e ⊇
⋃

F :�k→P (Π) ‖A[Ḟ/X ]‖e
5. |∀x .A|p ⊆

⋂
n∈� |A[n/x]|p

6. |∀X .A|p ⊆
⋂

F :�k→P (Π) |A[Ḟ/X ]|p

Proof. Usual properties of orthogonality with respect to unions and intersections. �

A valuation is de�ned again as a function ρ which associates a natural number ρ (x ) ∈ � to every
�rst-order variable x and a function ρ (X ) : �k → P (V0) to every second-order variable X of arity k .
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As for substitutions, wri�en σ , they now map variables to closed values (wri�en σ ,a := V ) and co-
variables to contexts (wri�en σ ,α := e).

Given a closed (one-sided) context Γ, we say that a substitutionσ realizes Γ, which we writeσ  Γ, if
for any (a : A) ∈ Γ, σ (a) ∈ |A|V and if for any (α : A⊥⊥) ∈ Γ, σ (α ) ∈ ‖A‖e . We are now equipped to prove
the adequacy of the typing rules for the (call-by-value) λµµ̃-calculus with respect to the realizability
interpretation we de�ned.

Proposition 4.23 (Adequacy). Let Γ,∆ be typing context, and ρ  Γ and ρ  ∆, then

1. if Γ ` p : A | ∆, then p[σ ] ∈ |A[ρ]|p
2. if Γ | e : A ` ∆, then e[σ ] ∈ ‖A[ρ]‖e
3. if c : Γ ` ∆, then c[σ ] ∈ ⊥⊥

Proof. �e proof is again a mutual induction over the typing derivation. Cases (Cut),(Axr ),(Axl ),(µ ),(µ̃ ),(∀1
l )

and (∀2
l ) are essentially the same as in the call-by-name se�ing. Cases (∀1

r ),(∀2
r ) are the same, except that

they require to re�ne the induction hypotheses to also prove that if Γ ` V : A | ∆, then V [σ ] ∈ |A[ρ]|V .
We only prove the two cases le�, which are the cases for the implication.

• Case (→r ). We are in the following situation:

Γ,a : A ` p : B | ∆
Γ ` λa.p : A→ B | ∆

(→r )

By induction hypothesis, ifV ∈ |A[ρ]|V , then (σ ,a := V )  (Γ,a : A∪∆) and thusp[σ ,a := V ] ∈ |B[ρ]|p .
By de�nition of truth values of values, λa.p[σ ] = (λa.p)[σ ] is thus in |(A→ B)[ρ]|V .

• Case (→l ). We are in the following situation:

Γ ` q : A | ∆ Γ | e : B ` ∆
Γ | q · e : A→ B ` ∆

(→l )

Let λa.p ∈ |(A → B)[ρ]|V , that is p[V /a] ∈ |B[ρ]|p for any V ∈ |A[ρ]|V . By induction, we have that
q[σ ] ∈ |A[ρ]|p . Besides,

〈λa.p ||q[σ ] · e[σ ]〉 → 〈q[σ ]||µ̃a.〈p ||e[σ ]〉〉

thus by anti-reduction, it su�ces to show that µ̃a.〈p ||e〉 ∈ ‖A[ρ]‖e . Once more, consideringV ∈ |A[ρ]|V ,
since

〈V ||µ̃a.〈p ||e[σ ]〉〉 → 〈p[V /a]||e[σ ]〉

we can conclude by anti-reduction: using the hypothesis for p[V /a] and the induction hypothesis to
get e[σ ] ∈ ‖B[ρ]‖e , we deduce that the la�er command is in the pole. �

Normalization and soundness are again direct consequences of adequacy, the proofs being similar
we do not recall them.

�eorem 4.24 (Normalization). Typed commands of the second-order call-by-value λµµ̃-calculus are nor-
malizing.

�eorem 4.25 (Soundness). �ere is no proof p (in the second-order call-by-value λµµ̃-calculus) such that
` p : ⊥ | .
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4.6 From adequacy to operational semantics

We should say a word about the dogmatism of our presentation. As we were interested in proving
properties of a language with its operational semantics, we started from the reduction system, then
de�ned the adequate realizability interpretation. However, as highlighted by Dagand and Scherer [36],
it is possible to work the other way round. While studying the computational content of the adequacy
lemma11 (in the case of simply-typed lambda-calculus), they showed in passing that one could �rst
de�ne the desired interpretation (i.e. truth and falsity values at each levels), then deduce the reduction
rules from the proof of adequacy. �eir paper was supported by a Coq development which we adapted to
match the framework of the λµµ̃-calculus12. To be�er illustrate this observation, our development also
includes a positive product typeA×B (inhabited by pairs and contexts of the shape µ̃ (a,b).c to destruct
pairs). We give several cases depending on whether product type and arrow type are interpreted in a
call-by-value or call-by-name fashion.

To come full circle, we would like to a�ract the reader’s a�ention to the fact that when the adequacy
lemma is de�ned as a program, it almost gives the de�nition of the corresponding CPS translation. �is
is particularly re�ected on the call-by-value cases for pairs and stacks. In the la�er, using informal
notations, the function rea which proves the adequacy is de�ned by:

rea (u · e : Γ | A→ B ` ∆) (ρ  Γ) (σ  ∆) := λ f .(rea u ρ σ ) (λV . f V (rea e ρ σ ))

which is to compare with the following (call-by-value) CPS translation:

~q · e�e , λ f .~q�p (λV . f V ~e�e )

�is corresponds intuitively to the following reduction rules:

〈p ||q · e〉 → 〈q ||µ̃a.〈p ||a · e〉〉
〈V ||µ̃a.c〉 → c[V /a]
〈λa.p ||V · e〉 → 〈p[V /a]||e〉

All in all, if the reader was to remember only one idea of this chapter, we would like this idea to
be the claim that given a calculus, the given of a �ne-grain operational semantics naturally induces
a continuation-passing style translation and a realizability interpretation à la Krivine (and even vice-
versa). �is should not come as a surprise as all these artifacts relies on a common notion of computa-
tion, which they share. As we saw with the call-by-name and call-by-value λµµ̃-calculi, these artifacts
can be derived methodically and provides us with powerful proof tools.

11�e main claim of their paper is that proofs of normalization by realizability and by evaluation are almost the same, in
that the proof of the adequacy lemma, as a program (that is, roughly, a function taking a typing derivation for a term and
constructing the proof that this term is a realizer of the corresponding type), is a normalization machine: it takes a term
and evaluates it again a well-chosen stack to use induction hypotheses. If we observe carefully the proofs of adequacy for
the λc -calculus or the ones of the λµµ̃-calculi we presented, this is indeed their computational contents: almost all cases are
proved by reducing a process, then using induction hypotheses and the closure of the pole under anti-reduction.

12�e source can be browsed here or downloaded here.
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Part II

A constructive proof of dependent
choice compatible with classical logic

101





5- �e starting point: dPAω

Axiom of choice

�e axiomatization of a theory, as we explained in Chapter 1, is to be understood as an intent to give
a formal and truthful representation of a given world or structure. As long as this structure deals with
�nite objects that have a concrete representation in the physical world, it is easy to agree on what
it “is” or “should be” (and thus on whether the axiomatization is truthful). However, as soon as the
theory involves in�nite objects, this question quickly turns out to be more the ma�er of one’s personal
“religion” than the empirical observation of a physical object. In particular, some undeniable properties
of �nite objects become much more questionable in the case of in�nite sets. Consider for instance the
following problem, as presented1 by Russell [147, pp.125-127]:

[Imagine a] millionaire who bought a pair of socks whenever he bought a pair of shoes, and
never at any other time, and who had such a passion for buying both that at last he had ℵ0
pairs of shoes and ℵ0 pairs of socks. �e problem is: How many shoes had he, and how many
socks?

�e cardinal ℵ0 de�nes exactly the in�nite quantity of natural numbers: an in�nite set is of cardinality
ℵ0 if it can be enumerated by the natural numbers. In particular, since there is a bijection from � ×�
to �, ℵ0 is not increased by doubling.

One would naturally suppose that he had twice as many shoes and twice as many socks as he
had pairs of each, and that therefore he had ℵ0 of each […].

To prove this claim, it is thus necessary and su�cient to give an enumeration of the millionaire’s shoes
and socks. Yet, this is not possible a priori:

In our case it can be done with the shoes, but not with the socks, except by some very arti�cial
device. �e reason for the di�erence is this: Among shoes we can distinguish right and le�, and
therefore we can make a selection of one out of each pair, […] but with socks no such principle
of selection suggests itself […].

We may put the ma�er in another way. To prove that a class has ℵ0 terms, it is necessary and
su�cient to �nd some way of arranging its terms in a progression. �ere is no di�culty in
doing this with the shoes. �e pairs are given as forming an ℵ0, and therefore as the �eld of a
progression. Within each pair, take the le� shoe �rst and the right second, keeping the order
of the pair unchanged; in this way we obtain a progression of all the shoes. But with the socks
we shall have to choose arbitrarily, with each pair, which to put �rst; and an in�nite number
of arbitrary choices is an impossibility. Unless we can �nd a rule for selecting, i.e. a relation
which is a selector, we do not know that a selection is even theoretically possible. […]
�e case of the socks, with a li�le goodwill on the part of the reader, may serve to show how a
selection might be impossible.

1Russell actually presented the story with boots. We replaced it with shoes in the quote, which we found to be more
asymmetric. Russell might never had one of these ugly (and symmetric) plastic rain boots.
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More generally, it is unclear if one should be able to pick an element of an in�nite set, and from a
theoretical point of view, this indeed requires an extra axiom, called the axiom of choice. �is axiom,
which was �rst introduced by Zermelo in the realm of set theory [164], is functionally expressed by:

AC , (∀x ∈ A.∃y ∈ B.P (x ,y)) → (∃f ∈ BA.∀x ∈ A.P (x , f (x )))

which stipulates the existence of a choice function2. �is axiom was shown to be independent of
Zermelo-Fraenkel set theory (ZF)3. Even if it is very tempting to consider natural the possibility of
selecting one element within an in�nite set (since it is for �nite sets), such an axiom leads to very sur-
prising consequences. �e most striking example one is certainly the Banach-Tarski paradox [9], which
shows that the unit ball

B := {(x ,y,z) ∈ R3 : x2 + y2 + z2 = 1}

in three dimensions can be disassembled into a �nite number of pieces, which can then be reassembled
(a�er translating and rotating each of the pieces) to form two disjoint copies of the ball B.

Another dazzling paradox is a variant of the famous riddle where a column of prisoners is facing a
wall, each of them having a black or white hat on his head of which he ignores the color. Each prisoner
(from the end of the line) has to guess in turns his hat color. �ey are eventually released if at most one
prisoner is wrong. �ey are allowed to talk through a strategy in the beginning, and they indeed have
a way to end up free in this situation. Now, let us turn the prisoners around and consider the following
in�nite version:

A countable in�nite number of prisoners are placed on the natural numbers, facing in the
positive direction ( i.e. everyone can see an in�nite number of prisoners). Hats will be placed
and each prisoner will be asked what his hat color is.

�

However, to complicate things, prisoners cannot hear previous guesses or whether they were
correct. In this situation, what is the best strategy?

Admi�ing the axiom choice4, the answer is quite counter-intuitive: the prisoners have a (common)
strategy to guess the color of their own hat, in such a way that only a �nite number of them will make
wrong guesses. Even more shocking, the strategy is so robust that we could consider any number of
colors (even an uncountable one), the prisoners will still only make a �nite number of wrong guesses…
�e solution is le� to the sagacity of the reader5 but the “problem” here is very similar to the Banach-
Tarski paradox, where the pieces used in this decomposition are highly pathological in nature and
cannot be constructed without the axiom of choice.

In short, the question of knowing whether the axiom of choice is wrong or not can not be given
any mathematical answer. Indeed, the axiom of choice is independent from the axioms of set theory.

2If we de�ne the predicate P (x ,y) as y ∈ x , it exactly says that if all the sets x ∈ A are non-empty, there exists a choice
function: (∀x ∈ A.x , ∅) → ∃f ∈ ∪AA .∀x ∈ A. f (x ) ∈ x .

3Gödel proved that the theory ZF + AC is consistent, and Cohen proved the same for the theory ZF + ¬AC. Details on
these proofs and much more about the axiom of choice can be found for instance in Jech’s book on the topic [84].

4We also assume that each prisoner can see the ω prisoners in front of him, have in�nite memory and so forth.
5Clue: the de�nition of clever equivalence classes and the use of AC to pick representatives can be helpful. �e full answer

is available here [126].
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Intuitively, the axiom of choice does not re�ect anything concrete in our living world. Adding it or
not to a theory is thus a ma�er of one’s belief, with its logical strength as bene�ts and its paradoxical
consequences as withdraws.

Dependent and countable choices

In fact, a huge part of mathematics does not require the axiom of choice in full strength. For instance,
most of analysis6 can be done in a system of axioms containing a weaker form of choice, namely the
axiom of dependent choice. �is axiom expresses the possibility of constructing a sequence where each
element has to be chosen in function of the anterior. Formally, it is de�ned by:

DC , (∀x ∈ A.∃y ∈ A.P (x ,y)) → ∀x0 ∈ A.∃f ∈ A
�.( f (0) = x0 ∧ ∀n ∈ �.P ( f (n), f (S (n))))

�is axiom does not lead to the paradoxical consequences of the full axiom of choice, and is in practice
expressive enough for most of the mathematics7.

Another weaker form of choice, which is actually the one involved in Russell shoes-and-socks
metaphor, is the axiom of countable choice. It is simply de�ned as the axiom of choice where uni-
versal variables are bound to the set of natural numbers �:

AC� , (∀x ∈ �.∃y ∈ B.P (x ,y)) → ∃f ∈ B�.∀x ∈ �.P (x , f (x ))

It is quite easy to check that the full axiom of choice (AC) implies the axiom of dependent choice
(DC), which itself implies the axiom of countable choice (AC�) (converse implications are false). De-
pendent and countable choices are the axiom that will be at the heart of this part of the monograph.

5.1 Computational content of the axiom of choice

5.1.1 Martin-Löf Type �eory

In the line of Curry-Howard isomorphism, it is natural to wonder what is the computational content of
the axiom choice, that is, what would be a program whose type is (AC). In fact, through the Brouwer-
Heyting-Kolmogoro� interpretation of intuitionistic logic (see Section 3.1.1), a proof of ∀x .∃y.P (x ,y)
is precisely a function which associates to any m a proof of ∃y.P (m,y), which is itself a pair made
of a certi�cate n and a proof of P (m,n). �us, there exists de facto a function f such that for any m,
P (m, f (m)) holds. Otherwise said, through this interpretation, the axiom of choice should then be a
trivial theorem.

�is idea is the key of Martin-Löf’s proof for the axiom choice in his constructive type theory [116].
One of the crucial di�erences with the di�erent theories we presented until here, is that types (i.e. for-
mulas) are now dependent on terms (i.e. on proofs). Just like �rst-order arithmetic includes a quanti�ca-
tion ∀x .A ranging over natural numbers and leading to formulas A[n/x] for each possible instantiation
n ∈ � of x , Martin-Löf type theory includes a dependent product type wri�en Π(x : A).B where the
variable x ranges over the terms of type A. In particular, if t is a term of type Π(x : A).B and u is a term
of type A, the term tu is then of type B[u/x]:

Γ,x : A ` t : B
Γ ` λx .t : Π(x : A).B

(ΠI )
Γ ` t : Π(x : A).B Γ ` u : A

Γ ` tu : B[u/x]
(ΠE )

6Notably, Baire category theorem has been proved equivalent to the axiom of dependent choice. More generally, a large
class of theorems whose proof are done by constructing a sequence by induction requires this axiom.

7More details on this (and more generally on the axiomatic strength required by theorems of mathematics) can be found
in the introduction of Simpson’s book [150].
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It is worth noting that in the case where B does not refer to x , these rules exactly correspond to the
usual rules (→I ) and (→E ).

�e fact that formulas can now refer to terms allows us to strengthen the rules for existential quan-
ti�cation. �ey now re�ect the BHK interpretation for existential proofs, which inhabits a dependent
sum type wri�en Σ(x : A).B: a proof term of type Σ(x : A).B is a pair (t ,u) such that t—the witness—is
of type A, while u—the proof —is of type B[t/x]. Dually to this construction, there are now two elimi-
nation rules8: one with a destructor wit to extract the witness, the second one with a destructor prf
to extract the proof:

Γ ` t : A Γ ` u : B[t/x]
Γ ` (t ,u) : Σ(x : A).B

(ΣI )
Γ ` t : Σ(x : A).B
Γ ` wit t : A (wit )

Γ ` t : Σ(x : A).B
Γ ` prf t : B[wit t/x]

(prf )

Note that this extension of types with dependencies corresponds to the horizontal axis of the λ-cube
(Section 2.4.2). In the sequel, we will present in more details a full dependent system with its type
system and reduction rules. As for now, let us just mention that these terms reduce as follows:

(λx .t )u → t[u/x] wit (t ,u) → t prf (t ,u) → u

�ese reductions naturally induce a relation on types: we write A . B if reducing some term occurring
in A yields B. �e re�exive-symmetric-transitive closure of this relation is wri�en A ≡ B and the type
system includes a conversion rules according to this relation:

Γ ` t : A A ≡ B
Γ ` t : B (CONV)

Having said this, we dispose of enough structure to give a proof term for the axiom of choice, which
is nothing more than an implementation of the intuition above: given a proof H of Π(x : A).Σ(y :
B).P (x ,y), the choice function simply maps any x to the witness ofHx , while the proof that this function
is sound w.r.t. P returns the corresponding witness. �is term can indeed be given the type of the axiom
of choice:

` λH .(λx . wit (Hx ),λx . prf (Hx )) : AC

where AC is de�ned in terms of dependent product and sum:

AC , Π(x : A).Σ(y : B).P (x ,y) → Σ( f : Π(x : A).B).Π(x : A).P (x , f (x ))

5.1.2 Incompatibility with classical logic

Unsurprisingly, this proof does not scale to classical logic (otherwise the axiom of choice would be a
theorem of Zermelo-Fraenkel set theory, which is a classical theory). We give two explanations for this,
�rst a metaphysical argument for this natural limitation in terms of computability, second a technical
description of the incompatibility of classical logic and dependent types.

8Actually, the original presentation [116] only has one rule, called dependent elimination rule, given by:

Γ ` c : Σ(x : A).B Γ,x : A,y : B[x] ` d : C[(x ,y)]
Γ ` E (c,λxy.d ) : C[c]

(ΣE )

As for the reduction rule, it was de�ned by:

E ((t ,u),λxy.d[(x ,y)]) → d[(t ,u)]

It is easy to check that de�ning the primitives wit c and prf c respectively by tE (c,λxy.x ) and E (c,λxy.y) allow to recover
the corresponding typing and reduction rules, and vice-versa.
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5.1.2.1 Computing the uncomputable

Imagine that we could dispose, in a type theoretic (or BHK interpretation, realizability) fashion, of a
classical framework including a proof term t for the axiom of choice:

` t : ∀x ∈ A.∃y ∈ B.P (x ,y) → ∃f ∈ BA.∀x ∈ A.P (x , f (x ))

Consider now any undecidable9 predicateU (x ) over a domainX . Since we are in a classical framework,
using the middle-excluded, the formula U (x ) ∨ ¬U (x ) is true for any x ∈ X . �is can be strengthened
into the formula:

∀x ∈ X .∃y ∈ {0,1}.(U (x ) ∧ y = 1) ∨ (¬U (x ) ∧ y = 0)

which is provable as well and thus should have a proof termu. Now, this has the shape of the hypothesis
of the axiom of choice, so that by application of t to u, we should obtain a term:

` t u : ∃f ∈ {0,1}X .∀x ∈ X .(U (x ) ∧ f (x ) = 1) ∨ (¬U (x ) ∧ f (x ) = 0)

In particular, the term wit (t u) would be a function which, for any x ∈ X , outputs 1 ifU (x ) is true, and
0 otherwise. �is is absurd, since U is undecidable.

�is handwavy explanation gives us a metamathematical argument on the impossibility of having
a proof system which is classical as a logic, entails the axiom of choice and where proofs fully compute.
Since the existence of consistent classical theories with the axiom of choice (like set theory) has been
proven, the incompatibility is to be found with the constructive character of Martin-Löf type theory.
Actually, the compatibility of AC with constructive theories is very sensitive to the de�nition of “con-
structive” and is already discussed10. In the next sections, we will present an intent to give a proof of
the axiom of dependent choice that is constructive and yet compatible with classical logic.

5.1.2.2 Inconsistency

Technically, another reason why Martin-Löf type theory cannot scale to classical logic is that the simul-
taneous presence of control operators and dependent types leads to inconsistencies. �is was observed
by Herbelin [70] in a weaker se�ing, which we recap herea�er.

Let us adopt here a strati�ed presentation of dependent types, by syntactically distinguishing terms—
that represent mathematical objects—from proof terms—that represent mathematical proofs. In other
words, we syntactically separate the categories corresponding to witnesses and proofs in dependent
sum types. Consider a minimal logic of Σ-types and equality, whose formulas, terms (only representing
natural number) and proofs are de�ned as follows:

Formulas A,B ::= t = u | ∃x�.A
Terms t ,u ::= n ∈ � | wit p
Proofs p,q ::= refl | subst p q | (t ,p) | prf p

Let us explain the di�erent proof terms by presenting their typing rules. First of all, the pair (t ,p) is a
proof for an existential formula ∃x�.A (or Σ(x : �).A) where t is a witness for x and p is a certi�cate
for A[t/x]. �is implies that both formulas and proofs are dependent on terms, which is usual in math-
ematics. What is less usual in mathematics is that, as in Martin-Löf type theory, dependent types also
allow for terms (and thus for formulas) to be dependent on proofs, by means of the constructors wit p

9�at is to say that U (x ) is a predicate such that there exists no program p which, given any input x ∈ X , computes
whether U (x ) is true or not.

10�ere is plenty of literature on constructive choiceless mathematics. �e reader can for instance read this very interesting
argument of Andrej Bauer rejecting AC in a constructive (in the sense of computable) se�ing: https://mathoverflow.net/
a/23043.
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and prf p. �e typing rules are the same as in the previous section for Σ-types, except that there are
separated typing judgments for terms, which can only be of type �.:

Γ ` p : A(t ) Γ ` t : �
Γ ` (t ,p) : ∃x�A

(∃I )
Γ ` (t ,p) : ∃x�.A

Γ ` prf p : A[wit p/x]
(prf )

Γ ` t : ∃x�.A
Γ ` wit t : � (wit )

n ∈ �
Γ ` n : �

�en, refl is a proof term for equality, and subst p q allows to use a proof of an equality t = u to
convert a formula A(t ) into A(u):

t → u
Γ ` refl : t = u (refl)

Γ ` p : t = u Γ ` q : B[t]
Γ ` subst p q : B[u]

(subst)

�e reduction rules for this language, which are safe with respect to typing, are then:

wit (t ,p) → t prf (t ,p) → p subst refl p → p

Starting from this (sound) minimal language, Herbelin showed that its classical extension with the
control operators call/cck and throw k permits to derive a proof of 0 = 1 [70]. �e call/cck operator,
which is a binder for the variable k , is intended to catch its surrounding evaluation context. On the
contrary, throw k (in which k is bound) discards the current context and restores the context captured
by call/cck . �e addition to the type system of the typing rules for these operators (that are similar
to the di�erent control operators presented in the prelude):

Γ,k : ¬A ` p : A
Γ ` call/cck p : A

Γ,k : ¬A ` p : A
Γ,k : ¬A ` throw k p : B

allows the de�nition of the following proof:

p0 , call/cck (0,throw k (1,refl)) : ∃x�.x = 1

Intuitively such a proof catches the context, give 0 as witness (which is incorrect), and a certi�cate that
will backtrack and give 1 as witness (which is correct) with a proof of the equality.

If besides, the following reduction rules11 are added:

wit (call/cck p) → call/cck (wit (p[k (wit { })/k]))
call/cck t → t (k < FV (t ))

then we can formally derive obtain a proof of 1 = 0. Indeed, the seek of a witness by the term wit p0
will reduce to call/cck 0, which itself reduces to 0. �e proof term refl is thus a proof of wit p0 = 0,
and we obtain indeed a proof of 1 = 0:

` p0 : ∃x�.x = 1
` prf p0 : wit p0 = 1 (prf )

wit p0 → 0
` refl : wit p0 = 0 (refl)

` subst (prf p0) refl : 1 = 0
(subst)

�e bo�om line of this example is that the same proofp0 is behaving di�erently in di�erent contexts
thanks to control operators, causing inconsistencies between the witness and its certi�cate. �e easiest
and usual approach to prevent this is to impose a restriction to values (which are already reduced) for
proofs appearing inside dependent types and within the operators wit and prf , together with a call-
by-value discipline. In particular, in the present example this would prevent us from writing wit p0
and prf p0.

11Technically this requires to extend the language to authorize the construction of terms call/cck t and of proofs
throw t . �e �rst rule expresses that call/cck captures the context wit { } and replaces every occurrence of throw k t
with throw k (wit t ). �e second one just expresses the fact that call/cck can be dropped when applied to a term t which
does not contain the variable k .
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5.2 A constructive proof of dependent choice compatible with classi-
cal logic

We shall now present dPAω , a proof system that was introduced by Herbelin [71] as a mean to give
a computational content to the axiom of choice in a classical se�ing. �e calculus is a �ne adaptation
of Martin-Löf proof which circumvents the di�erent di�culties caused by classical logic. Rather than
restating dPAω in full details, for which we refer the reader to [71], let us describe informally the
rationale guiding its de�nition and the properties that it veri�es. We shall then present the missing bit
of his calculus which led us to this work, namely the normalization, and our approach to prove it.

5.2.1 Realizing countable and dependent choices in presence of classical logic

As we saw in Section 5.1.1, the dependent sum type of Martin-Löf’s type theory provides a strong
existential elimination, which allows us to prove the full axiom of choice. �e proof is simple and
constructive:

ACA := λH .(λx . wit (Hx ),λx . prf (Hx ))
: ∀xA.∃yB .P (x ,y) → ∃f A→B .∀xA.P (x , f (x ))

To scale up this proof to classical logic, the �rst idea in Herbelin’s work [71] is to restrict the
dependent sum type to a fragment of his system which is called negative-elimination-free (nef). �is
fragment contains slightly more proofs than just values, but is still computationally compatible with
classical logic.

�e second idea is to represent a countable universal quanti�cation as an in�nite conjunction. �is
allows us to internalize into a formal system the realizability approach of [16, 41] as a direct proofs-
as-programs interpretation. Informally, let us imagine that given a proof H : ∀xA.∃yB.P (x ,y), we could
create the sequenceH∞ = (H0,H1, . . . ,Hn, . . .) and select itsnth-element with some function nth. �en
one might wish that

λH .(λn. wit (nth n H∞),λn. prf (nth n H∞))

could stand for a proof for AC�. However, even if we were e�ectively able to build such a term, H∞
might still contain some classical proof. �erefore two copies of H n might end up being di�erent
according to the contexts in which they are executed, and then return two di�erent witnesses. �is
problem could be �xed by using a shared version of H∞, say

λH . leta = H∞ in (λn. wit (nth n a),λn. prf (nth n a)) .

It only remains to formalize the intuition of H∞. �is is done by means of a coinductive �xpoint
operator. We write cofixtbx [p] for the co �xpoint operator binding the variables b and x , where p is a
proof and t a term. Intuitively, such an operator is intended to reduce according to the rule:

cofixtbx [p] → p[t/x][λy.cofixtbx [p]/b]

�is is to be compared with the usual inductive �xpoint operator which we write indtbx [p0 | pS ] (which
binds the variables b and x ) and which reduces as follows:

ind0
bx [p0 | pS ] → p0 indS (t )bx [p0 | pS ] → pS [t/x][indtbx [p0 | pS ]/b]

�e presence of coinductive �xpoints allows us to consider the proof term cofix0
bn[(Hn,b (S (n)))],

which implements a stream eventually producing the (informal) in�nite sequence H∞. Indeed, this
proof term reduces as follows:

cofix0
bn[(Hn,b (S (n)))]→ (H 0,cofix1

bn[(Hn,b (S (n)))]) → (H 0, (H 1,cofix2
bn[(Hn,b (S (n))))]) → . . .
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�is allows for the following de�nition of a proof term for the axiom of countable choice:

AC� := λH . leta = cofix0
bn[(Hn,b (S (n)))] in (λn. wit (nth n a),λn. prf (nth n a)) .

Whereas leta = . . . in . . . suggests a call-by-value discipline, we cannot a�ord to pre-evaluate each
component of the stream. In turn, this imposes a lazy call-by-value evaluation discipline for coinductive
objects. However, this still might be responsible for some non-terminating reductions, all the more as
classical proofs may contain backtrack.

If we analyze what this construction does at the level of types12, at �rst approximation it turns a
proof (H ) of the formula ∀x�.A(x ) (with A(x ) = ∃y.P (x ,y) in that case) into a proof (the stream H∞)
of the (informal) in�nite conjunction A(0) ∧ A(1) ∧ A(2) ∧ . . . . Formally, a proof cofixtbx [p] is an
inhabitant of a coinductive formula, wri�en ν tXxA (where t is a terms and which binds the variables X
and n). �e typing rule is given by:

Γ ` t : T Γ,x : T ,b : ∀yT.Xy ` p : A
Γ ` cofixtbx [p] : ν tXxA

(cofix)

with the side condition that X can only occurs in positive position in A. Coinductive formulas are
de�ned with a reduction rules which is very similar to the rule for the co-�xpoint:

ν tXxA . A[t/x][ν tXyA/Xy]

In particular, the term cofix0
bn[(Hn,b (S (n))] is thus an inhabitant of a coinductively de�ned (in�nite)

conjunction, wri�en ν0
Xn (A(n) ∧X (S (n))). �is formula indeed reduces accordingly to the reduction of

the stream:

ν0
Xn (A(n) ∧ X (S (n))) . A(0) ∧ [ν1

Xn (A(n) ∧ X (S (n)))] . A(0) ∧A(1) ∧ [ν0
Xn (A(n) ∧ X (S (n)))] . . . .

More generally, at the level of formulas, the key was to identify the formulaA(x ) and a suitable law
д : �→ T to turn a proof of ∀xT.A(x ) into the conjunctionA(д(0))∧A(д(1))∧A(д(2))∧ . . . . In the case
of the axiom of countable choice, this law was simply this identity. In the case of the axiom of dependent
choice, the law д we are looking for is precisely the choice function. We can thus use the same trick to
de�ne a proof term for DC. �e stream we actually construct corresponds to the coinductive formula
νx0
Xn[∃y�.(P (x ,y) ∧ X (y))], which ultimately unfolds into:

νx0
Xn[∃y.(P (x ,y) ∧ X (y))] . · · · . ∃x�1 .(P (x0,x1) ∧ ∃x

�
2 .(P (x1,x2) ∧ ∃x

�
3 .(P (x2,x3) ∧ . . . )))

Given a proofH : ∀x .∃y.P (x ,y) and a term x0 , we can de�ne a stream corresponding to this coinductive
formula by str x0 := cofixx0

bn[(dest H n as ((y,c )) in (y, (c, (b y)))]. �is term reduces as expected:

(x0,str x0) → (x0, (x1, (p1,str x1))) → (x0, (x1, (p1, (x2, (p2,str x2))))) → . . .

where pi : P (xi−1,xi ). From there, it is almost direct to extract the choice function f (which maps any
n ∈ � to xn) and the corresponding certi�cate that ( f (0) = x0 ∧ ∀n ∈ �.P ( f (n), f (S (n)))). In practice,
it essentially amounts to de�ne the adequate nth function. We will give a complete de�nition of the
proof term for the axiom of dependent choice in Chapter 8.

12We delay the formal introduction of a type system and the given of the typing derivation for AC� to Chapter 8.
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5.2. A CONSTRUCTIVE PROOF OF DEPENDENT CHOICE COMPATIBLE WITH CLASSICAL LOGIC

5.2.2 An overview of dPAω

Formally, the calculus dPAω is a proof system for the language of classical arithmetic in �nites types
(abbreviated PAω ), where the ‘d’ stands for “dependent”. Its strati�ed presentation allows us to separate
terms (the arithmetical objects) from proofs. Finite types and formulas are thus separated as well,
corresponding to the following syntax:

Types T ,U ::= � | T → U
Formulas A,B ::= > | ⊥ | t = u | A ∧ B | A ∨ B | Πa : A.B | ∀xT .A | ∃xT .A | ν tx,f A

Terms, denoted by t ,u, ... are meant to represent arithmetical objects, their syntax thus includes:

• a term 0 and a successor S ;
• an operator rectxy[t0 | tS ] for recursion, which binds the variables x and y: where t is the term

on which the recursion is performed, t0 is the term for the case t = 0 ans tS is the term for case
t = S (t ′);

• λ-abstraction λx .t to de�ne functions;
• terms application t u;
• a wit constructor to extract the witness of a dependent sum.

As for proofs, denoted by p,q, ..., they contain:

• pairs (p,q) to prove logical conjunctions;
• destructors of pairs split p as (a1,a2) in q which binds the variables a1 and a2 in q;
• injections ιi (p) for the logical disjunction;
• pa�ern-matching case p of [a1.p1 | a2.p2] which binds the variables a1 in p1 and a2 in p2;
• a proof term refl which is the proof of atomic equalities t = t ;
• subst p q which eliminates an equality proof p : t = u to get a proof of B[u] from a proof q : B[t];
• pairs (t ,p) where t is a term and p a proof for the dependent sum type;
• prf p which allows us to extract the certi�cate of a dependent pair;
• non-dependent destructors dest p as (x ,a) in q which binds the variables x and a in q;
• abstractions over terms λx .p and applications p t ;
• (possibly) dependent abstractions over proofs λa.p and applications p q;
• a construction leta = p inq, which binds the variable a in q and which allows for sharing;
• operators indtax [p0 | pS ] and cofixtbx [p] that we already described for inductive and coinductive

reasoning;
• control operators catchα p (which binds the variable α in p) and throw α p (where α is a variable

and p a proof)
• exfalso p where p is intended to be a proof of false.

�is results in the following syntax:

Terms t ,u ::= x | 0 | S (t ) | rectxy[t0 | tS ] | λx .t | t u | wit p

Proofs p,q ::= a | ιi (p) | case p of [a1.p1 | a2.p2] | (p,q) | split p as (a1,a2) in q

| (t ,p) | prf p | dest p as (x ,a) in q | λx .p | p t

| λa.p | p q | leta = p inq | refl | subst p q

| indtax [p0 | pS ] | cofixtbx [p] | exfalso p | catchα p | throw α p
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CHAPTER 5. THE STARTING POINT: dPAω

�e problem of degeneracy caused by the conjoint presence of classical proofs and dependent types
is solved by enforcing a compartmentalization between them. Dependent types are restricted to the set
of negative-elimination-free proofs (nef), which are a generalization of values preventing from back-
tracking evaluations by excluding expressions of the form p q, p t , exfalso p, catchα p or throw αp
which are outside the body of a λx or λa. Syntactically, they are de�ned by:

Values V1,V2 ::= a | ιi (V ) | (V1,V2) | (t ,V ) | λx .p | λa.p | refl
nef N1,N2 ::= a | ιi (N ) | case p of [a1.N1 | a2.N2] | (N1,N2) | split N1 as (a1,a2) in N2

| (t ,N ) | prf N | dest N1 as (x ,a) in N2 | λx .p
| λa.p | leta = N1 inN2 | refl | subst N1 N2
| indtax [N0 | NS ] | cofixtbx [N ]

�is allows to restrict typing rules involving dependencies, notably the rules for prf or let = in:

Γ ` p : ∃xT .A(x ) p ∈ nef
Γ ` prf p : A(wit p)

(prf )
Γ ` p : A Γ,a : A ` q : B a < FV (B) if p < nef

Γ ` leta = p inq : B[p/a]
(Cut)

About reductions, let us simply highlight the fact that they globally follow a call-by-value discipline,
for instance in this sample:

(λa.p) q → leta = q inp
leta = (p1,p2) inp → leta1 = p1 in leta2 = p2 inp[(a1,a2)/a]
leta = V inp → p[V /a]

except for co-�xpoints which are lazily evaluated:

F [leta = cofixtbx [q] inp] → leta = cofixtbx [q] in F [p]
leta = cofixtbx [q] inD[a] → leta = q[λy.cofixybx [q]/b][t/x] inD[a]

In the previous rules, the �rst one expresses the fact that evaluation of co-�xpoint under contexts F [ ]
are momentarily delayed. �e second rules precisely corresponds to a context where the co-�xpoint is
linked to a variable a whose value is needed, a step of unfolding is then performed.

�e full type system, as well as the complete set of reduction rules, are given in [71], and will be
restated with a di�erent presentation in Chapter 8. In the same paper, some important properties of
the calculus are given. In particular, dPAω veri�es the property of subject reduction, and provided it is
normalizing, there is no proof of false.

�eorem 5.1 (Subject reduction). If Γ ` p : A and p → q, then Γ ` q : A.

Proof (sketch). By induction on the derivation of p → q, see [71]. �

�eorem 5.2 (Conservativity). Provided dPAω is normalizing, if A is→-ν -wit -∀-free, and `dPAω p : A,
there is a value V such that `HAω V : A.

Proof (sketch). Considering a closed proof p ofA, p can be reduced. By analysis of the di�erent possible
cases, it can be found a closed value of type A. �en using the fact that A is a→-ν-wit -∀-free formula,
V does not contain any subexpression of the form λx .p or λa.p, by extension it does not contain either
any occurrence of exfalso p, catchα p or throw αp and is thus a proof of A already in HAω . �

�eorem 5.3 (Consistency). Provided dPAω is normalizing, it is consistent, that is: 0dPAω p : ⊥.

Proof. �e formula ⊥ is a particular case of→-ν-wit -∀-free formula, thus the existence of a proof of
false in dPAω would imply the existence of a contradiction already in HAω , which is absurd. �
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5.3. TOWARD A PROOF OF NORMALIZATION FOR dPAω

�e last two results rely on the property of normalization. Unfortunately, the proof sketch that is
given in [71] to support the claim that dPAω normalizes turns out to be hard to formalize properly. Since,
moreover, dPAω contains both control operators (allowing for backtrack) and co-�xpoints (allowing
in�nite objects, like streams), which can be combined and interleaved, we should be very suspicious a
priori about this property. Anyhow, the proof sketch from [71] to use metamathematical arguments,
which are more distant from a computational analysis through a proof by realizability or by means of a
continuation-passing style translation. Such proofs are of interest in themselves already for what they
taught us about the �ne behavior of a calculus.

5.3 Toward a proof of normalization for dPAω

5.3.1 �e big picture

An important part of this thesis has been devoted to the search for a proof of normalization for dPAω

by means of a realizability interpretation or by a continuation-passing-style translation. Aside from the
very result of normalization, this approach is of interest for di�erent reasons which are deeply related
to the di�culties of obtaining such a proof. Indeed, a direct continuation-passing style is very harsh to
obtain for dPAω as such. In addition to the di�culties caused by control operators and co-�xpoints, the
reduction system is de�ned in a natural-deduction style with contextual rules (as in the rule to reduce
proofs of the shape leta = cofixtbx [p] inD[a]) where the contexts involved can be of arbitrary depth.
�is kind of rules are, in general and especially in this case, very di�cult to translate faithfully through
a continuation-passing style translation.

All in all, there are several di�culties in ge�ing a direct proof by CPS or realizability. Hence, we
shall study them separately, hopefully solving them independently will lead us to a solution to the main
problem. Roughly, our strategy consists of two steps:

1. reduce dPAω to an equivalent presentation in a sequent calculus fashion,
2. use the methodology of semantic artifacts to de�ne a CPS or a realizability interpretation.

Indeed, a sequent calculus presentation of a calculus is usually a good intermediate step for compilation
or for CPS translations [40]. �is presentation should of course verify at least the property of subject
reduction and its reduction system should mimic the one of dPAω . Schematically, this corresponds to
the following roadmap where question marks indicate what is to be done:

dPAω [Herbelin’12]:
+ control operators
+ dependent types
+ co-�xpoints
+ sharing & lazyness

dLPAω ?
+ sequent calculus
+ dependent types
+ co-�xpoints
+ sharing & lazyness

Target language ?

Subject reduction X Subject reduction ? Normalization X

CPS ?

To be fair, this approach is idealistic. In particular, we will not formally de�ne an embedding for
the �rst arrow, since we are not interested in dPAω for itself, but rather in the computational content of
the proofs for countable and dependent choice. Hence, we will content ourself with a sequent calculus
presentation of dPAω which allows for similar proof terms, which we call dLPAω , without bothering
to prove that the reduction systems are equivalent. As for the second arrow, as advocated in the previ-
ous section, the search for a continuation-passing style translation or a realizability interpretation can
coincide for a large part. We shall thus apply the methodology of semantic artifacts and in the end,
choose the easiest possibility.
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From this roadmap actually arises two di�erent subproblems that are already of interest in them-
selves. Forge�ing about the general context of dPAω , we shall �rst wonder whether these easier ques-
tions have an answer:

1. Is it possible to de�ne a (classical) sequent calculus with a form of dependent types? If so, would
it be compatible with a typed continuation-passing style translation?

2. Can we prove the normalization of a call-by-need calculus with control operators? Can we de�ne
a Krivine realizability interpretation of such a calculus?

5.3.2 Realizability interpretation and CPS translation of classical call-by-need

Fortunately, there were already some work in the direction proposed by the second item. In two con-
secutive articles, Ariola et al. studied the question of de�ning sequent-calculus style versions of call-
by-need, leading to a natural extension of call-by-need with control operators [6, 4]. Such a calculus
can be expressed in the framework of the λµµ̃-calculus (Chapter 4), and by applying the same method-
ology of semantic artifacts, the authors showed how to derive (an untyped) CPS translation to the pure
λ-calculus. �is translation is in fact an environment-and-continuation-passing style translation, so
that there is no direct way of inferring a type translation from the computational one. �e question
thus becomes: can we type this translation to prove the normalization of a call-by-need calculus with
control operators? Does this translation lead to a realizability interpretation as it usually does with the
call-by-name and call-by-value λµµ̃-calculi?

We shall see in Chapter 6 that the methodology of semantics artifacts can be pushed one step further
to obtain a realizability interpretation for the λ[lvτ?]-calculus, a call-by-need calculus with control
operators and explicit stores. Aside to prove the normalization of the calculus, this also open the door
to the interpretation of stores, memory cells in Krivine realizability. Besides, this interpretation a type
system, which is an extension of system F and that we call Fϒ. �is allows us to type the CPS translation
from [4]. Interestingly, we will see that through the translation, the preservation of typing for the store
(which is extensible) is obtained by means of a Kripke-style forcing. As far as we know, all these results
constitute new contributions.

5.3.3 A sequent calculus with dependent types

�e �rst question, that is to develop a (classical) sequent calculus with dependent types and to ensure
the compatibility with a CPS translation, is harder. Indeed, while sequent calculi smoothly supports
abstract machine and continuation-passing style interpretations, there is no such presentation of a
language with dependent types. Besides, viewed the other way round—can we add control operators to
a language with dependent types?—, the question has to do with the more general problem of including
side-e�ects in (dependent) type theory. �is issue is one of the hot topic from the past few years in
theoretical computer science, in that it aims at �lling the gap between type theories and mainstream
languages. If there have been proposals for di�erent classes of side-e�ects, mainly through monads,
control operators and classical logic usually do not �t in the picture.

In Chapter 7, we shall start from the call-by-value λµµ̃-calculus and see how to design a minimal
language with a value restriction and a type system that includes a list of explicit dependencies to
maintain type safety. We will then show how to relax the value restriction and introduce delimited
continuations to directly prove the consistency by means of a continuation-passing-style translation.
�e translation will faithfully embody the dependencies and preserve the normalization. Finally, we
will relate our calculus to a similar system by Lepigre [109], whose consistency is proved by means of
a realizability interpretation. We present a methodology to transfer properties from his system to our
calculus, in particular we can infer proofs of normalization and soundness for our calculus.
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6- Normalization of classical call-by-need

�e call-by-need evaluation strategy

A famous functional programmer once was asked to give an overview talk. He began with :
“�is talk is about lazy functional programming and call by need.” and paused. �en, quizzi-
cally looking at the audience, he quipped: “Are there any questions?” �ere were some, and so
he continued: “Now listen very carefully, I shall say this only once.”

�is story, borrowed from [38], illustrates demand-driven computation and memoization of interme-
diate results, two key features of the call-by-need evaluation strategy that distinguish it from the call-
by-name and call-by-value evaluation strategies (see Section 2.1.4).

�e call-by-name evaluation strategy passes arguments to functions without evaluating them, post-
poning their evaluation to each place where the argument is needed, re-evaluating the argument several
times if needed. For instance, the following reduction paths correspond to call-by-name evaluations in
the λ-calculus extended with natural numbers:

(λxy.yx ) (2 + 3) (λx .1) −→β (λy.y (2 + 3)) λx .1 −→β (λx .1) (2 + 3) −→β 1
(λxy.yx ) (2 + 3) (λx .x ) −→β (λy.y (2 + 3)) λx .x −→β (λx .x ) (2 + 3) −→β 2 + 3 −→β 5

(λxy.yx ) (2 + 3) (λx .x × x ) 2−→β (λx .x × x ) (2 + 3) −→β (2 + 3) × (2 + 3) 2−→β 5 × 5 −→β 25

We observe for instance that (2 + 3) is never evaluated in the �rst example, while it is computed twice
for the third one.

Conversely, the call-by-value evaluation strategy evaluates the arguments of a function into so-
called “values” prior to passing them to the function. �e evaluation is then shared between the di�erent
places where the argument is needed. Yet, if the argument is not needed, it is evaluated uselessly. �e
evaluation of the same examples in call-by-value gives:

(λxy.yx ) (2 + 3) (λx .1) −→β (λxy.yx ) 5 (λx .1) −→β (λy.y5) (λx .1) −→β (λx .1) 5 −→β 1
(λxy.yx ) (2 + 3) (λx .x ) −→β (λxy.yx ) 5 (λx .x ) −→β (λy.y5) (λx .x ) −→β (λx .x ) 5 −→β 5

(λxy.yx ) (2 + 3) (λx .x × x ) −→β (λxy.yx ) 5 (λx .x × x ) −→β (λy.y5) (λx .x × x ) 2−→β 5 × 5 −→β 25

We notice that in the �rst case, (2 + 3) is always evaluated once, which is be�er in the third case but
useless in the �rst one. Also, remark that at the time where it is evaluated (the �rst step), it is impossible
to predict how many times the argument will be used because it depends on the function that will be
bind later to y (compare the second and third examples).

�e call-by-need evaluation strategy is an evaluation strategy which evaluates arguments of func-
tions only when needed, and, when needed, shares the computed results across all places where the
argument is needed. In the �rst presentations of call-by-need λ-calculi [7, 113], this was done thanks
to an additional letx = . . . in . . . constructor. �e �rst example, in call-by-need, reduces as follows:

(λxy.yx ) (2 + 3) (λx .1) −→β letx = 2 + 3 in (λy.yx ) (λx .1)
−→β letx = 2 + 3 in lety = λx .1 in y x
−→β letx = 2 + 3 in lety = λx .1 in (λx .1)x
−→β letx = 2 + 3 in lety = λx .1 in let z = x in 1
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In particular, we observe that since it is never needed, (2+3) is not evaluated. As for the third example,
the reduction path is as follows1:

(λxy.yx ) (2 + 3) (λx .x × x ) −→β letx = 2 + 3 in(λy.yx ) (λx .x × x )
−→β letx = 2 + 3 in lety = (λx .x × x ) inyx
−→β letx = 2 + 3 in lety = (λx .x × x ) in(λx .x × x )x
−→β letx = 2 + 3 in lety = (λx .x × x ) in let z = x in z × z
−→β letx = 2 + 3 in lety = (λx .x × x ) in let z = x inx × z
−→β letx = 5 in lety = (λx .x × x ) in let z = x inx × z
−→β letx = 5 in lety = (λx .x × x ) in let z = x in 5 × z
−→β letx = 5 in lety = (λx .x × x ) in let z = x in 5 × x
−→β letx = 5 in lety = (λx .x × x ) in let z = x in 5 × 5
−→β letx = 5 in lety = (λx .x × x ) in let z = x in 25

We see that each time that function is applied to an argument, the la�er is lazily stored. When, further
in the execution, (2 + 3) is demanded by the le�-member of the multiplication, its value is computed.
�anks to the letx = . . . in . . . binder, this value is shared and when it is required a second time by
the right-member of the multiplication, it is already available.

�e call-by-need evaluation is at the heart of a functional programming language such as Haskell.
It has in common with the call-by-value evaluation strategy that all places where a same argument is
used share the same value. Nevertheless, it observationally behaves like the call-by-name evaluation
strategy, in the sense that a given computation eventually evaluates to a value if and only if it eval-
uates to the same value (up to inner reduction) along the call-by-name evaluation. In particular, in
a se�ing with non-terminating computations, it is not observationally equivalent to the call-by-value
evaluation. Indeed, if the evaluation of a useless argument loops in the call-by-value evaluation, the
whole computation loops (e.g. in (λ .I ) Ω)), which is not the case of call-by-name and call-by-need
evaluations.

Continuation-passing style semantics

�e call-by-name, call-by-value and call-by-need evaluation strategies can be turned into equational
theories. For call-by-name and call-by-value, this was done by Plotkin [140] through continuation-
passing style semantics characterizing these theories. For call-by-name, the corresponding induced
equational theory2 is Church’s original theory of the λ-calculus based on the operational rule β .

For call-by-value, Plotkin showed that the induced equational theory includes the key operational
rule βV . �e induced equational theory was further completed implicitly by Moggi [125] with the
convenient introduction of a native let operator. Moggi’s theory was then explicitly shown complete
for CPS semantics by Sabry and Felleisen [149].

For the call-by-need evaluation strategy, a speci�c equational theory re�ecting the intensional be-
havior of the strategy into a semantics was proposed independently by Ariola and Felleisen [3] and by
Maraist, Odersky and Wadler [114]. A continuation-passing style semantics was proposed in the 90s
by Okasaki, Lee and Tarditi [129]. However, this semantics does not ensure normalization of simply-
typed call-by-need evaluation, as shown in [4], thus failing to ensure a property which holds in the
simply-typed call-by-name and call-by-value cases (see Chapter 4).

1Observe that, as in the �rst example, we need to perform α-conversion on the �y, due to the let · · · = . . . in . . . bindings
which behave like an explicit substitution. We will come back to this point in Section 6.4.1.

2Later on, Lafont, Reus and Streicher [104] gave a more re�ned continuation-passing style semantics which also validates
the extensional rule η.
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�e λlv-calculus: call-by-need with control

Continuation-passing style semantics de facto gives a semantics to the extension of λ-calculus with
control operators, i.e. with operators such as Scheme’s call/cc, Felleisen’s C,K , orA operators [42],
Parigot’s µ and [ ] operators [131], Crolard’s catch and throw operators [32]. In particular, even
though call-by-name and call-by-need are observationally equivalent in the pure λ-calculus, their dif-
ferent intentional behaviors induce di�erent continuation-passing style semantics, leading to di�erent
observational behaviors when control operators are considered.

Nonetheless, the semantics of calculi with control can also be reconstructed from an analysis of the
duality between programs and their evaluation contexts, and the duality between the let construct
(which binds programs) and a control operator such as Parigot’s µ (which binds evaluation contexts).
As explained in Chapter 4, such an analysis can be done in the context of the λµµ̃-calculus [33, 69].

Such an analysis is done in [4] in a variant of the λµµ̃-calculus which includes co-constants ranged
over by κ . Recall from Section 4.2 that the syntax of the λµµ̃-calculus can be re�ned into the following
subcategories of terms and contexts:

Terms t ::= µα .c | V
Values V ::= a | λx .t | k

Contexts e ::= µ̃x .c | E
Co-values E ::= α | t · e | κ

to which we add constants k and co-constants κ . �en, by presenting reduction rules parameterized
over a set of termsV and a set of evaluation contexts E:

〈t ||µ̃x .c〉 → c[t/x] t ∈ V
〈µα .c ||e〉 → c[e/α] e ∈ E
〈λx .t ||u · e〉 → 〈u ||µ̃x .〈t ||e〉〉

the di�erence between call-by-name and call-by-value can be characterized by the de�nition of these
sets: the call-by-name evaluation strategy amounts to the case where V , Proofs and E , Co-values
while call-by-value dually corresponds toV , Values and E , Contexts.

As for the call-by-need case, intuitively, we would like to setV , Values (we only substitute eval-
uated terms of which we share the value) and E , Co-values (a term is only reduced if it is in front
of a co-value). However, such a de�nition is clearly not enough since any command of the shape
〈µα .c ||µ̃x .c ′〉 would be blocked. We thus need to understand how the computation is driven forward,
that is to say when we need to reduce terms. We observed that contexts that are either a co-constant
κ or an applicative context3 t · E eagerly demand a value. Such contexts are called forcing contexts, and
denoted by F . When a variable x is in front of a forcing context, that is in 〈x ||F 〉, the variable x is said to
be needed or demanded. �is allows us to identify meta-contexts C which are nesting of commands of
the form 〈t ||e〉 for which neither t is inV (meaning it is some µα .c) nor e in E (meaning it is an instance
of some µ̃x .c which is not a forcing context). �ese contexts, de�ned by the following grammar:

Meta-contexts C[ ] ::= [ ] | 〈µα .c ||µ̃x .C[ ]〉

are such that in a µ̃-binding of the form µ̃x .C[〈x ||F 〉], x is needed and a value is thus expected. �ese
contexts, called demanding contexts are evaluation contexts whose evaluation is blocked on the evalu-
ation of x , therefore requiring the evaluation of what is bound to x . In this case, we say that the bound
variable x has been forced.

All this suggests another re�nement of the syntax, introducing a division between weak co-values
(resp. weak values), also called catchable contexts (since they are the one caught by a µα binder), and
strong co-values (resp. strong values), which are precisely the forcing contexts. In comparison, with

3�ere is a restriction on the form of applicative contexts: the general form t · e is not necessarily a valid application,
since for example in 〈µα .c ||t · µ̃x〈y ||α〉〉, the context t · µ̃x〈y ||α〉 forces the execution of c even though its value is not needed.
Applicative contexts are thus considered of the restricted shape t · E.
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(x : A) ∈ Γ
Γ ` x : A | ∆ (x )

Γ,x : A ` t : B | ∆
Γ ` λx .t : A→ B | ∆

(→r )
c : (Γ ` ∆,α : A)
Γ ` µα .c : A | ∆

(µ )

(α : A) ∈ ∆
Γ | α : A ` ∆ (α )

Γ ` t : A | ∆ Γ | E : B ` ∆
Γ | t · E : A→ B ` ∆

(→l )
c : (Γ,x : A ` ∆)
Γ | µ̃x .c : A ` ∆

(µ̃ )

Γ ` t : A | ∆ Γ | e : A ` ∆
〈t ||e〉 : (Γ ` ∆)

(Cut)
(κ : A) ∈ S
Γ | κ : A ` ∆ (κ )

(k : X ) ∈ S

Γ ` k : X | ∆
(k )

Figure 6.1: Typing rules for λlv

our former division, note that catchable contexts correspond to the union of former co-values with
demanding contexts. Formally, the syntax is de�ned by4:

Strong values v ::= λx .t | k
Weak values V ::= v | x
Terms t ::= V | µα .c

Forcing contexts F ::= t · E | κ
Catchable contexts E ::= F | α | µ̃x .C[〈x ||F 〉]
Contexts e ::= E | µ̃x .c

We can �nally de�ne V , Weak values and E , Catchable contexts. �e so-de�ned call-by-need
calculus is close to the calculus called λlv in Ariola et al [4]5.

�e λlv reduction, wri�en as→lv , denotes thus the compatible re�exive transitive closure of the
rules:

〈V ||µ̃x .c〉 →lv c[V /x]
〈µα .c ||E〉 →lv c[E/α]
〈λx .t ||u · E〉 →lv 〈u ||µ̃x .〈t ||E〉〉

Observe that the next reduction is not necessarily at the top of the command, but may be buried
under several bound computations µα .c . For instance, the command 〈µα .c ||µ̃x1.〈x1 ||µ̃x2.〈x2 ||F 〉〉〉, where
x1 is not needed, reduces to 〈µα .c ||µ̃x1.〈x1 ||F 〉〉, which now demands x1.

�e λlv -calculus can be equipped with a type system (see Figure 6.1) made of the usual rules of
the classical sequent calculus [33], where we adopt the convention that constants k and co-constants
κ come with a signature S which assigns them a type.

Realizability and CPS interpretations of classical call-by-need

In the cases of the call-by-name and call-by-value evaluation strategies, the approach based on the
λµµ̃-calculus leads to continuation-passing style semantics (Sections 4.4.4 and 4.5.3) similar to the ones
given by Plotkin or, in the call-by-name case, also to the one by Lafont, Reus and Streicher [104]. In
the case of call-by-need calculus, a continuation-passing style semantics for λlv is de�ned in [4] via
a calculus called λ[lvτ?]. �is calculus is equivalent to λlv but is presented in such a way that the
head redex of a command can be found by looking only at the surface of the command, from which a
continuation-passing style semantics directly comes. �is semantics, distinct from the one in [129], is
the object of study in this chapter.

�e contribution of this chapter is twofold. On the one hand, we give a proof of normalization for the
λ[lvτ?]-calculus. �e normalization is obtained by means of a realizability interpretation of the calculus,

4In syntactic category, we implicitly assume µ̃x .c to only cover the cases which are not of the form µ̃x .C[〈x ||F 〉].
5�e di�erence is in the fact that we had constants to preserve the duality. Also, a similar calculus, which we shall call

weak λlv , was previously studied in [6] with E de�ned instead to be µ̃x .C[〈x ||E〉] (with same de�nition ofC) and a de�nition
ofV which was di�erent whether µ̃x .c was a forcing context (V was then the strong values) or not (V was then the weak
values). Another variant is discussed in Section 6 of [4] where E is similarly de�ned to be µ̃x .C[〈x ||E〉] and V is de�ned to
be (uniformly) the strong values. All three semantics seem to make sense to us.
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which is inspired from Krivine classical realizability [96]. As advocated in Section 4.3.3, the realizability
interpretation is obtained by pushing one step further the methodology of Danvy’s semantics artifacts
already used in [4] to derive the continuation-passing-style semantics. While we only use it here to
prove the normalization of the λ[lvτ?]-calculus, our interpretation incidentally suggests a way to adapt
Krivine’s classical realizability to a call-by-need se�ing. �is opens the door to the computational
interpretation of classical proofs using lazy evaluation or shared memory cells.

On the other hand, we provide a type system for the continuation-passing-style transformation
presented in [4] for the λ[lvτ?]-calculus such that the translation is well-typed. �is presents various
di�culties. First, since the evaluation of terms is shared, the continuation-passing-style translation
is actually combined with a store-passing-style transformation. Second, as the store can grow along
the execution, the translation also includes a Kripke-style forcing to address the extensibility of the
store. �is induces a target language which we call system Fϒ and which is an extension of Girard-
Reynolds system F [61] and Cardelli system F <: [23]. Last but not least, the translation needs to take
into account the problem of α-conversion. In a nutshell, this is due to the fact that terms can contain
unbound variables that refer to elements of the store. So that a collision of names can result in auto-
references and non-terminating terms. We deal with this in two-ways: we �rst elude the problem by
using a fresh name generator and an explicit renaming of variables through the translation. �en we
re�ne the translation to use De Bruijn levels to access elements of the store, which has the advantage of
making it closer to an actual implementation. Surprisingly, the passage to De Bruijn levels also unveils
some computational content related to the extension of stores.

6.1 �e λ[lvτ?]-calculus

6.1.1 Syntax

While all the results that are presented in the sequel of this chapter could be directly expressed using
the λlv -calculus, the continuation-passing style translation we present naturally arises from the decom-
position of this calculus into a di�erent calculus with an explicit environment, the λ[lvτ?]-calculus [4].
Indeed, as we shall explain therea�er, the decomposition highlights di�erent syntactic categories that
are deeply involved in the de�nition and the typing of the continuation-passing style translation.

�e λ[lvτ?]-calculus is a reformulation of the λlv -calculus with explicit environments, which we
call stores, that are denoted by τ . Stores consists of a list of bindings of the shape [x := t], where x is a
term variable and t a term, and of bindings of the shape [α := e] where α is a context variable and e a
context. For instance, in the closure cτ [x := t]τ ′, the variable x is bound to t in c and τ ′. Besides, the
term t might be an unevaluated term (i.e. lazily stored), so that if x is eagerly demanded at some point
during the execution of this closure, t will be reduced in order to obtain a value. In the case where t
indeed produces a value V , the store will be updated with the binding [x := V ]. However, a binding of
this shape (with a value) is �xed for the rest of the execution. As such, our so-called stores somewhat
behave like lazy explicit substitutions or mutable environments 6.

�e lazy evaluation of terms allows us to reduce a command 〈µα .c ||µ̃x .c ′〉 to the command c ′ to-
gether with the binding [x := µα .c]. In this case, the term µα .c is le� unevaluated (“frozen”) in the
store, until possibly reaching a command in which the variable x is needed. When evaluation reaches
a command of the form 〈x ||F 〉τ [x := µα .c]τ ′, the binding is opened and the term is evaluated in front

6To draw the comparison between our structures and the usual notions of stores and environments, two things should
be observed. First, the usual notion of store refers to a structure of list that is fully mutable, in the sense that the cells can
be updated at any time and thus values might be replaced. Second, the usual notion of environment designates a structure
in which variables are bounded to closures made of a term and an environment. In particular, terms and environments are
duplicated, i.e. sharing is not allowed. Such a structure resemble to a tree whose nodes are decorated by terms, as opposed
to a machinery allowing sharing (like ours) whose the underlying structure is broadly a directed acyclic graphs. See for
instance [105] for a Krivine abstract machine with sharing.
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〈t ||µ̃x .c〉τ → cτ [x := t]
〈µα .c ||E〉τ → cτ [α := E]

〈V ||α〉τ [α := E]τ ′ → 〈V ||E〉τ [α := E]τ ′
〈x ||F 〉τ [x := t]τ ′ → 〈t ||µ̃[x].〈x ||F 〉τ ′〉τ
〈V ||µ̃[x].〈x ||F 〉τ ′〉τ → 〈V ||F 〉τ [x := V ]τ ′
〈λx .t ||u · E〉τ → 〈u ||µ̃x .〈t ||E〉〉τ

Figure 6.2: Reduction rules of the λ[lvτ?]-calculus

of the context µ̃[x].〈x ||F 〉τ ′:

〈x ||F 〉τ [x := µα .c]τ ′ → 〈µα .c ||µ̃[x].〈x ||F 〉τ ′〉τ

�e reader can think of the previous rule as the “defrosting” operation of the frozen term µα .c: this term
is evaluated in the pre�x of the store τ which predates it, in front of the context µ̃[x].〈x ||F 〉τ ′ where the
µ̃[x] binder is waiting for an (unfrozen) value. �is context keeps trace of the su�x of the store τ ′ that
was a�er the binding for x . �is way, if a value V is indeed furnished for the binder µ̃[x], the original
command 〈x ||F 〉 is evaluated in the updated full store:

〈V ||µ̃[x].〈x ||F 〉τ ′〉τ → 〈V ||F 〉τ [x := V ]τ ′

�e brackets are used to express the fact that the variable x is forced at top-level (unlike contexts of the
shape µ̃x .C[〈x ||F 〉] in the λlv -calculus). �e reduction system resembles the one of an abstract machine.
Especially, it allows us to keep the standard redex at the top of a command and avoids searching through
the meta-context for work to be done.

Note that our approach slightly di�er from [4] in that we split values into two categories: strong
values (v) and weak values (V ). �e strong values correspond to values strictly speaking. �e weak
values include the variables which force the evaluation of terms to which they refer into shared strong
value. �eir evaluation may require capturing a continuation. �e syntax of the language is given by:

Strong values v ::= λx .t | k
Weak values V ::= v | x
Terms t ::= V | µα .c

Forcing contexts F ::= κ | t · E
Catchable contexts E ::= F | α | µ̃[x].〈x ||F 〉τ
Evaluation contexts e ::= E | µ̃x .c

Closures l ::= cτ
Commands c ::= 〈t ||e〉
Stores τ ::= ε | τ [x := t] | τ [α := E]

�e reduction, wri�en→, is the compatible re�exive transitive closure of the rules 7 given in Figure 6.2.

�e di�erent syntactic categories can be understood as the di�erent levels of alternation in a context-
free abstract machine: the priority is �rst given to contexts at level e (lazy storage of terms), then to
terms at level t (evaluation of µα into values), then back to contexts at level E and so on until level v .
�ese di�erent categories are directly re�ected in the de�nition of the context-free abstract machine
(that we will present in Section 6.1.3) and in the continuation-passing style translation (and thus in-
volved when typing it). We choose to highlight this by distinguishing di�erent types of sequents already
in the typing rules that we shall now present.

7We chose to make the substitutions of α variables e�ective while they are kept in an environment in [4]. �is explains
that we have one less rule.
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(k : X ) ∈ S

Γ `v k : X
(k )

Γ,x : A `t t : B
Γ `v λx .t : A→ B

(→r )
(x : A) ∈ Γ
Γ `V x : A (x )

Γ `v v : A
Γ `V v : A (↑V )

(κ : A) ∈ S
Γ `F κ : A⊥⊥

(κ )
Γ `t t : A Γ `E E : B⊥⊥
Γ `F t · E : (A→ B)⊥⊥

(→l )
(α : A) ∈ Γ
Γ `E α : A⊥⊥

(α )
Γ `F F : A⊥⊥
Γ `E F : A⊥⊥

(↑E )

Γ `V V : A
Γ `t V : A (↑t )

Γ,α : A⊥⊥ `c c
Γ `t µα .c : A (µ )

Γ `E E : A⊥⊥
Γ `e E : A⊥⊥

(↑e )
Γ,x : A `c c

Γ `e µ̃x .c : A⊥⊥
(µ̃ )

Γ,x : A,Γ′ `F F : A⊥⊥ Γ `τ τ : Γ′
Γ `E µ̃[x].〈x ||F 〉τ : A⊥⊥

(µ̃ [])
Γ `t t : A Γ `e e : A⊥⊥

Γ `c 〈t ||e〉
(c )

Γ,Γ′ `c c Γ `τ τ : Γ′
Γ `l cτ

(l )

Γ `τ ε : ε (ε )
Γ `τ τ : Γ′ Γ,Γ′ `t t : A
Γ `τ τ [x := t] : Γ′,x : A

(τt )
Γ `τ τ : Γ′ Γ,Γ′ `E E : A⊥⊥
Γ `τ τ [α := E] : Γ′,α : A⊥⊥

(τE )

Figure 6.3: Typing rules of the λ[lvτ?]-calculus

6.1.2 Type system

Unlike in the usual type system for sequent calculus where a judgment contains two typing contexts
(one on the le� for proofs, denoted by Γ, one on the right for contexts denoted by ∆), we use one-sided
sequents (see Section 4.2.3.2): we group both typing contexts into one single context, denoting the types
for contexts (that used to be in ∆) with the exponent ⊥⊥. �is allows us to draw a strong connection in
the sequel between the typing context Γ and the store τ , which contain both kind of terms.

We have nine kinds of sequents, one for typing each of the nine syntactic categories. We write them
with an annotation on the ` sign, using one of the le�ers v , V , t , F , E, e , l , c , τ . Sequents themselves
are of four sorts: those typing values and terms are asserting a type, with the type wri�en on the right;
sequents typing contexts are expecting a type A with the type wri�en A⊥⊥; sequents typing commands
and closures are black boxes neither asserting nor expecting a type; sequents typing substitutions are
instantiating a typing context. In other words, we have the following nine kinds of sequents:

Γ `l l
Γ `c c
Γ `τ τ : Γ′

Γ `t t : A
Γ `V V : A
Γ `v v : A

Γ `e e : A⊥⊥
Γ `E E : A⊥⊥
Γ `F F : A⊥⊥

where types and typing contexts are de�ned by:

A,B ::= X | A→ B Γ ::= ε | Γ,x : A | Γ,α : A⊥⊥

�e typing rules are given on Figure 6.3 where we assume that a variable x (resp. co-variable α ) only
occurs once in a context Γ (we implicitly assume the possibility of renaming variables by α-conversion).
�is type system enjoys the property of subject reduction, whose proof is done by reasoning by induc-
tion over the derivation of the reduction cτ → c ′τ ′, and relies on the fact that the type system admits
a weakening rule.

Lemma 6.1. �e following rule is admissible for any level o of the hierarchy e,t ,E,V ,F ,v,c,l ,τ :

Γ `o o : A Γ ⊆ Γ′

Γ′ `o o : A
(w )
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Proof. Easy induction on the structure of typing derivations obtained through the type system in Fig-
ure 6.3. �

�eorem 6.2 (Subject reduction). If Γ `l cτ and cτ → c ′τ ′ then Γ `l c
′τ ′.

Proof. By induction over the induction over the derivation of the reduction cτ → c ′τ ′ (see Figure 6.2).
• Case 〈t ||µ̃x .c〉τ → cτ [x := t]. A typing derivation of the closure on the le�-hand side has the form:

Πt

Γ,Γ′ `t t : A

Πc

Γ,Γ′,x : A `c c
(c )

Γ,Γ′ `e µ̃x .c : A
(µ̃ )

Πτ
Γ `τ τ : Γ′

Γ,Γ′ `c 〈t ||µ̃x .c〉
(c )

Γ `l 〈t ||µ̃x .c〉τ
(l )

hence we can derive:

Πc

Γ,Γ′,x : A `c c
(c )

Πτ
Γ `τ τ : Γ′

Πt

Γ,Γ′ `t t : A
Γ `τ τ [x := t] : (Γ′,x : A)

(τt )

Γ `l cτ [x := t]
(l )

• Case 〈µα .c ||E〉τ → cτ [α := E]. A typing derivation of the closure on the le�-hand side has the form:

Πc

Γ,Γ′,α : A⊥⊥ `c c
(c )

Γ,Γ′ `t µα .c : A
(µ )

ΠE

Γ,Γ′ `E E : A⊥⊥
Γ,Γ′ `e E : A⊥⊥

(↑e )

Γ,Γ′ `c 〈µα .c ||E〉
(c )

Πτ
Γ `τ τ : Γ′

Γ `l 〈µα .c ||E〉τ
(l )

hence we can derive:

Πc

Γ,Γ′,α : A⊥⊥ `c c
(c )

Πτ
Γ `τ τ : Γ′

ΠE

Γ,Γ′ `E E : A
Γ `τ τ [α := E] : (Γ′,α : A⊥⊥)

(τE )

Γ `l cτ [α := E]
(l )

• Case 〈V ||α〉τ [α := E]τ ′ → 〈V ||E〉τ [α := E]τ ′. A typing derivation of the closure on the le�-hand
side has the form:

ΠV

Γ,Γ0,α : A⊥⊥,Γ1 `t V : A

Γ,Γ0,α : A⊥⊥,Γ1 `F α : A⊥⊥
Γ,Γ0,α : A⊥⊥,Γ1 `E α : A⊥⊥

(α )

Γ,Γ0,α : A⊥⊥,Γ1 `e α : A⊥⊥
(↑e )

Γ,Γ0,α : A⊥⊥,Γ1 `c 〈V ||α〉
(c )

Πτ
Γ ` τ : Γ0

ΠE

Γ,Γ0 `E E : A⊥⊥
Γ `τ τ [α := E] : Γ0,α : A⊥⊥

(τE )
Πτ ′

Γ `τ τ [α := E]τ ′ : Γ0,α : A⊥⊥,Γ1
(τ τ ′)

Γ `l 〈V ||α〉τ [α := E]τ ′
(l )

where we cheated to compact each typing judgment for τ ′ (corresponding to types in Γ1) in Πτ ′ . �ere-
fore, we can derive:

ΠV

Γ,Γ0,α : A⊥⊥,Γ1 `t V : A

ΠE

Γ,Γ0,α : A⊥⊥,Γ1 `E E : A⊥⊥
Γ,Γ0,α : A⊥⊥,Γ1 `e E : A⊥⊥

(↑e )

Γ,Γ0,α : A⊥⊥,Γ1 `c 〈V ||E〉
(c )

Πτ
Γ ` τ : Γ0

ΠE

Γ,Γ0 `E E : A⊥⊥
Γ `τ τ [α := E] : Γ0,α : A⊥⊥

(τE )
Πτ ′

Γ `τ τ [α := E]τ ′ : Γ0,α : A⊥⊥,Γ1
(τ τ ′)

Γ `l 〈V ||α〉τ [α := E]τ ′
(l )
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• Case 〈x ||F 〉τ [x := t]τ ′ → 〈t ||µ̃[x].〈x ||F 〉τ ′〉τ . A typing derivation of the closure on the le�-hand side
has the form:

Γ,Γ0,x : A,Γ1 `V x : A (x )

Γ,Γ0,x : A,Γ1 `t x : A (↑t )
ΠF

Γ,Γ0,x : A,Γ1 `e F : A⊥⊥
Γ,Γ0,x : A,Γ1 `c 〈x ||F 〉

(c )

Πτ
Γ ` τ : Γ0

Πt
Γ,Γ0 `t t : A

Γ `τ τ [x := t] : Γ0,x : A
(τt )

Πτ ′

Γ `τ τ [x := t]τ ′ : Γ0,x : A,Γ1
(τ τ ′)

Γ `l 〈V ||F 〉τ [x := t]τ ′
(l )

hence we can derive:

Πt
Γ,Γ0,Γ1 `t t : A

Γ,Γ0,x : A,Γ1 `V x : A (x )

Γ,Γ0,x : A,Γ1 `t x : A (↑t )
ΠF

Γ,Γ0,x : A,Γ1 `e F : A⊥⊥
Γ,Γ0,x : A,Γ1 `c 〈x ||F 〉

(c )
Πτ ′

Γ,Γ0,x : A `τ τ ′ : Γ1
Γ,Γ0,x : A `l 〈x ||F 〉τ ′

(l )

Γ,Γ0 `E µ̃[x].〈x ||F 〉τ ′ : A⊥⊥
(µ̃ [])

Γ,Γ0 `e µ̃[x].〈x ||F 〉τ ′ : A⊥⊥
(↑e )

Γ,Γ0 `c 〈t ||µ̃[x].〈x ||F 〉τ ′〉
(c )

Πτ
Γ ` τ : Γ0

Γ `l 〈t ||µ̃[x].〈x ||F 〉τ ′〉τ
(l )

• Case 〈V ||µ̃[x].〈x ||F 〉τ ′〉τ → 〈V ||F 〉τ [x := V ]τ ′. A typing derivation of the closure on the le�-hand
side has the form:

ΠV
Γ,Γ0,Γ1 `t V : A

Γ,Γ0,x : A,Γ1 `V x : A (x )

Γ,Γ0,x : A,Γ1 `t x : A (↑t )
ΠF

Γ,Γ0,x : A,Γ1 `e F : A⊥⊥
Γ,Γ0,x : A,Γ1 `c 〈x ||F 〉

(c )
Πτ ′

Γ,Γ0,x : A `τ τ ′ : Γ1
Γ,Γ0,x : A `l 〈x ||F 〉τ ′

(l )

Γ,Γ0 `E µ̃[x].〈x ||F 〉τ ′ : A⊥⊥
(µ̃ [])

Γ,Γ0 `e µ̃[x].〈x ||F 〉τ ′ : A⊥⊥
(↑e )

Γ,Γ0 `c 〈V ||µ̃[x].〈x ||F 〉τ ′〉
(c )

Πτ
Γ ` τ : Γ0

Γ `l 〈V ||µ̃[x].〈x ||F 〉τ ′〉τ
(l )

�erefore we can derive:

ΠV
Γ,Γ0,x : A,Γ1 `t V : A

ΠF

Γ,Γ0,x : A,Γ1 `e F : A⊥⊥
Γ,Γ0,x : A,Γ1 `c 〈V ||F 〉

(c )

Πτ
Γ ` τ : Γ0

ΠV
Γ,Γ0 `t V : A

Γ `τ τ [x := V ] : Γ0,x : A
(τt )

Πτ ′

Γ `τ τ [x := V ]τ ′ : Γ0,x : A,Γ1
(τ τ ′)

Γ `l 〈V ||F 〉τ [x := V ]τ ′
(l )

where we implicitly used Lemma 6.1 to weaken ΠV :

ΠV
Γ,Γ0 `t V : A Γ,Γ0 ⊆ Γ,Γ0,x : A,Γ1

Γ,Γ0,x : A,Γ1 `t V : A (w )
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• Case 〈λx .t ||u · E〉τ → 〈u ||µ̃x .〈t ||E〉〉τ . A typing proof for the closure on the le�-hand side is of the
form:

Πt

Γ,Γ′,x : A `t t : B
Γ,Γ′ `v λx .t : A→ B

(→r )

Γ,Γ′ `V λx .t : A→ B
(↑V )

Γ,Γ′ `t λx .t : A→ B
(↑t )

Πu

Γ,Γ′ `t u : A
ΠE

Γ,Γ′ `E E : B⊥⊥
Γ,Γ′ `F u · E : (A→ B)⊥⊥

(→l )

Γ,Γ′ `E u · E : (A→ B)⊥⊥
(↑E )

Γ,Γ′ `e u · E : (A→ B)⊥⊥
(↑e )

Γ,Γ′ `c 〈λx .t ||u · E〉
(c )

Πτ
Γ `τ τ : Γ′

Γ `l 〈λx .t ||u · E〉τ
(l )

We can thus build the following derivation:

Πu

Γ,Γ′ `t u : A

Πt

Γ,Γ′,x : A `t t : B

ΠE

Γ,Γ′,x : A `E E : B⊥⊥
Γ,Γ′,x : A `e E : B⊥⊥

(↑e )

Γ,Γ′,x : A `c 〈t ||E〉
(c )

Γ,Γ′ `e µ̃x .〈t ||E〉 : A⊥⊥
(µ̃ )

Γ,Γ′ `c 〈u ||µ̃x .〈t ||E〉〉
(c )

Πτ
Γ `τ τ : Γ′

Γ `l 〈u ||µ̃x .〈t ||E〉〉τ
(l )

where we implicitly used Lemma 6.1 to weaken ΠE :

ΠE

Γ,Γ `E E : B⊥⊥ Γ,Γ′ ⊆ Γ,Γ′,x : A
Γ,Γ′,x : A `E E : B⊥⊥

(w )

�

6.1.3 Small-step reductions rules

As in the cases of the call-by-name and call-by-value λµµ̃-calculi (see Sections 4.4 and 4.5), the reduction
system can be decomposed into small-step reduction rules. We annotate again commands with the
level of syntax we are examining (ce ,ct , . . . ), and de�ne a new set of reduction rules which separate
computational steps (corresponding to big-step reductions), and administrative steps, which organize
the descent in the syntax. In order, a command �rst put the focus on the context at level e , then on the
term at level t , and so on following the hierarchy e,t ,E,V ,F ,v . �is results again in an abstract machine
in context-free form, since each step only analyzes one component of the command, the “active” term or
context, and is parametric in the other “passive” component. In essence, for each phase of the machine,
either the term or the context is fully in control and independent, regardless of what the other half
happens to be.

We recall the resulting abstract machine from [4] in Figure 6.4. Except for a subtlety of α-conversion
that we will explain in Section 6.4.1, these rules directly lead to the de�nition of the CPS in [4] that we
shall type in the next sections. Furthermore, the realizability interpretation à la Krivine (that we are
about to present in the coming section) is deeply based upon this set of rules. Indeed, remember that
a realizer is precisely a term which is going to behave well in front of any opponent in the opposed
falsity value. We shall thus take advantage of the context-free rules where at each level, the reduction
step is de�ned independently of the passive component.
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〈t ||µ̃x .c〉eτ → ceτ [x := t]
〈t ||E〉eτ → 〈t ||E〉tτ

〈µα .c ||E〉tτ → ceτ [α := E]
〈V ||E〉tτ → 〈V ||E〉Eτ

〈V ||α〉Eτ [α := E]τ ′ → 〈V ||E〉Eτ [α := E]τ ′
〈V ||µ̃[x].〈x ||F 〉τ ′〉Eτ → 〈V ||F 〉V τ [x := V ]τ ′

〈V ||F 〉Eτ → 〈V ||F 〉V τ

〈x ||F 〉V τ [x := t]τ ′ → 〈t ||µ̃[x].〈x ||F 〉τ ′〉τ
〈v ||E〉V τ → 〈v ||F 〉V τ

〈v ||u · E〉Fτ → 〈v ||e · E〉vτ

〈λx .t ||u · E〉vτ → 〈u ||µ̃x .〈t ||E〉〉eτ

Figure 6.4: Context-free abstract machine for the λ[lvτ?]-calculus

6.2 Realizability interpretation of the simply-typed λ[lvτ?]-calculus

6.2.1 Normalization by realizability

�e proof of normalization for the λ[lvτ?]-calculus that we present in this section is inspired from
techniques of Krivine’s classical realizability [96], whose notations we borrow. Actually, it is also very
close to a proof by reducibility8. In a nutshell, to each type A is associated a set |A|t of terms whose
execution is guided by the structure of A. �ese terms are the ones usually called realizers in Krivine’s
classical realizability. �eir de�nition is in fact indirect, and is done by orthogonality to a set of “correct”
computations, called a pole. �e choice of this set is central when studying models induced by classical
realizability for second-order-logic, but in the present case we only pay a�ention to the particular
pole of terminating computations. �is is where lies the main di�erence with a proof by reducibility,
where everything is done with respect to SN , while our de�nition are parametric in the pole (which
is chosen to be the set of normalizing closures in the end). �e adequacy lemma, which is the central
piece, consists in proving that typed terms belong to the corresponding sets of realizers, and are thus
normalizing.

More in details, our proof can be sketched as follows. First, we generalize the usual notion of closed
term to the notion of closed term-in-store. Intuitively, this is due to the fact that we are no longer
interested in closed terms and substitutions to close open terms, but rather in terms that are closed
when considered in the current store. �is is based on the simple observation that a store is nothing
more than a shared substitution whose content might evolve along the execution. Second, we de�ne the
notion of pole ⊥⊥, which are sets of closures closed by anti-evaluation and store extension. In particular,
the set of normalizing closures is a valid pole. �is allows us to relate terms and contexts thanks to a
notion of orthogonality with respect to the pole. We then de�ne for each formula A and typing level o
(of e,t ,E,V ,F ,v) a set |A|o (resp. ‖A‖o ) of terms (resp. contexts) in the corresponding syntactic category.
�ese sets correspond to reducibility candidates, or to what is usually called truth values and falsity
values in realizability.

Finally, the core of the proof consists in the adequacy lemma, which shows that any closed term
of type A at level o is in the corresponding set |A|o . �is guarantees that any typed closure is in any
pole, and in particular in the pole of normalizing closures. Technically, the proof of adequacy evaluates
in each case a state of an abstract machine (in our case a closure), so that the proof also proceeds by

8See for instance the proof of normalization for system D presented in [93, 3.2])
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evaluation. A more detailed explanation of this observation as well as a more introductory presentation
of normalization proofs by classical realizability are given in an article by Dagand and Scherer [36].

6.2.2 Realizability interpretation for the λ[lvτ?]-calculus

We begin by de�ning some key notions for stores that we shall need further in the proof.

De�nition 6.3 (Closed store). We extend the notion of free variable to stores:

FV (ε ) , ∅

FV (τ [x := t]) , FV (τ ) ∪ {y ∈ FV (t ) : y < dom(τ )}

FV (τ [α := E]) , FV (τ ) ∪ {β ∈ FV (E) : β < dom(τ )}

so that we can de�ne a closed store to be a store τ such that FV (τ ) = ∅. y

De�nition 6.4 (Compatible stores). We say that two stores τ and τ ′ are independent and note τ#τ ′
when dom(τ ) ∩ dom(τ ′) = ∅. We say that they are compatible and note τ �τ ′ whenever for all variables
x (resp. co-variables α ) present in both stores: x ∈ dom(τ ) ∩ dom(τ ′); the corresponding terms (resp.
contexts) in τ and τ ′ coincide: formally τ = τ0[x := t]τ1 and τ ′ = τ ′0[x := t]τ ′1 . Finally, we say that τ ′ is
an extension of τ and note τ C τ ′ whenever dom(τ ) ⊆ dom(τ ′) and τ � τ ′. y

De�nition 6.5 (Compatible union). We denote by ττ ′ the compatible union join(τ ,τ ′) of closed stores
τ and τ ′, de�ned by:

join(τ0[x := t]τ1,τ
′
0[x := t]τ ′1 ) , τ0τ

′
0[x := t]join(τ1,τ

′
1 )

join(τ ,τ ′) , ττ ′

join(ε,τ ) , τ

join(τ ,ε ) , τ

(if τ0#τ ′0 )
(if τ#τ ′)

y

�e following lemma (which follows easily from the previous de�nition) states the main property
we will use about union of compatible stores.

Lemma 6.6. If τ and τ ′ are two compatible stores, then τ C ττ ′ and τ ′ C ττ ′. Besides, if τ is of the form
τ0[x := t]τ1, then ττ ′ is of the form τ0[x := t]τ1 with τ0 C τ0 and τ1 C τ1.

As we explained in the introduction of this section, we will not consider closed terms in the usual
sense. Indeed, while it is frequent in the proofs of normalization (e.g. by realizability or reducibility) of
a calculus to consider only closed terms and to perform substitutions to maintain the closure of terms,
this only makes sense if it corresponds to the computational behavior of the calculus. For instance, to
prove the normalization of λx .t in typed call-by-name λµµ̃-calculus, one would consider a substitution
ρ that is suitable for with respect to the typing context Γ, then a context u · e of type A → B, and
evaluates :

〈λx .tρ ||u · e〉 → 〈tρ [u/x]||e〉

�en we would observe that tρ [u/x] = tρ[x :=u] and deduce that ρ[x := u] is suitable for Γ,x : A, which
would allow us to conclude by induction.

However, in the λ[lvτ?]-calculus we do not perform global substitution when reducing a command,
but rather add a new binding [x := u] in the store:

〈λx .t ||u · E〉τ → 〈t ||E〉τ [x := u]

�erefore, the natural notion of closed term invokes the closure under a store, which might evolve
during the rest of the execution (this is to contrast with a substitution).
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De�nition 6.7 (Term-in-store). We call closed term-in-store (resp. closed context-in-store, closed closures)
the combination of a term t (resp. context e , command c) with a closed store τ such that FV (t ) ⊆ dom(τ ).
We use the notation (t |τ ) to denote such a pair. y

We should note that in particular, if t is a closed term, then (t |τ ) is a term-in-store for any closed
store τ . �e notion of closed term-in-store is thus a generalization of the notion of closed terms, and
we will (ab)use of this terminology in the sequel. We denote the sets of closed closures by C0, and will
identify (c |τ ) and the closure cτ when c is closed in τ . Observe that if cτ is a closure in C0 and τ ′ is a
store extending τ , then cτ ′ is also in C0. We are now equipped to de�ne the notion of pole, and verify
that the set of normalizing closures is indeed a valid pole.

De�nition 6.8 (Pole). A subset ⊥⊥ ⊆ C0 is said to be saturated or closed by anti-reduction whenever for
all (c |τ ), (c ′ |τ ′) ∈ C0, if c ′τ ′ ∈ ⊥⊥ and cτ → c ′τ ′ then cτ ∈ ⊥⊥. It is said to be closed by store extension if
whenever cτ ∈ ⊥⊥, for any store τ ′ extending τ : τ C τ ′, cτ ′ ∈ ⊥⊥. A pole is de�ned as any subset of C0
that is closed by anti-reduction and store extension. y

�e following proposition is the one supporting the claim that our realizability proof is almost a
reducibility proof whose de�nitions have been generalized with respect to a pole instead of the �xed
set SN.

Proposition 6.9. �e set ⊥⊥⇓ = {cτ ∈ C0 : cτ normalizes } is a pole.

Proof. As we only considered closures in C0, both conditions (closure by anti-reduction and store ex-
tension) are clearly satis�ed:

• if cτ → c ′τ ′ and c ′τ ′ normalizes, then cτ normalizes too;
• if c is closed in τ and cτ normalizes, if τ C τ ′ then cτ ′ will reduce as cτ does (since c is closed

under τ , it can only use terms in τ ′ that already were in τ ) and thus will normalize. �

De�nition 6.10 (Orthogonality). Given a pole ⊥⊥, we say that a term-in-store (t |τ ) is orthogonal to a
context-in-store (e |τ ′) and write (t |τ )⊥⊥(e |τ ′) if τ and τ ′ are compatible and 〈t ||e〉ττ ′ ∈ ⊥⊥. y

Remark 6.11. �e reader familiar with Krivine’s forcing machine [99] might recognize his de�nition
of orthogonality between terms of the shape (t ,p) and stacks of the shape (π ,q), where p and q are
forcing conditions:

(t ,p)⊥⊥(π ,q) ⇔ (t ? π ,p ∧ q) ∈ ⊥⊥

(�e meet of forcing conditions is indeed a re�nement containing somewhat the “union” of information
contained in each, just like the union of two compatible stores.) y

We can now relate closed terms and contexts by orthogonality with respect to a given pole. �is
allows us to de�ne for any formula A the sets |A|v , |A|V , |A|t (resp. ‖A‖F ,‖A‖E , ‖A‖e ) of realizers (or
reducibility candidates) at level v ,V , t (resp F , E, e) for the formula A. It is to be observed that realizers
are here closed terms-in-store.

De�nition 6.12 (Realizers). Given a �xed pole ⊥⊥, we set:

|X |v = {(k |τ ) : ` k : X }
|A→ B |v = {(λx .t |τ ) : ∀uτ ′,τ � τ ′ ∧ (u |τ ′) ∈ |A|t ⇒ (t |ττ ′[x := u]) ∈ |B |t }
‖A‖F = {(F |τ ) : ∀vτ ′,τ � τ ′ ∧ (v |τ ′) ∈ |A|v ⇒ (v |τ ′)⊥⊥(F |τ )}
|A|V = {(V |τ ) : ∀Fτ ′,τ � τ ′ ∧ (F |τ ′) ∈ ‖A‖F ⇒ (V |τ )⊥⊥(F |τ ′)}
‖A‖E = {(E |τ ) : ∀Vτ ′,τ � τ ′ ∧ (V |τ ′) ∈ |A|V ⇒ (V |τ ′)⊥⊥(E |τ )}
|A|t = {(t |τ ) : ∀Eτ ′,τ � τ ′ ∧ (E |τ ′) ∈ ‖A‖E ⇒ (t |τ )⊥⊥(E |τ ′)}
‖A‖e = {(e |τ ) : ∀tτ ′,τ � τ ′ ∧ (t |τ ′) ∈ |A|t ⇒ (t |τ ′)⊥⊥(e |τ )}

y
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Remark 6.13. We draw the reader a�ention to the fact that we should actually write |A|⊥⊥v , ‖A‖⊥⊥F , etc…
and τ ⊥⊥ Γ, because the corresponding de�nitions are parameterized by a pole ⊥⊥. As it is common in
Krivine’s classical realizability, we ease the notations by removing the annotation ⊥⊥whenever there is
no ambiguity on the pole. y

If the de�nition of the di�erent sets might seem complex at �rst sight, we claim that they are quite
natural with regard to the methodology of Danvy’s semantics artifacts presented in [4]. Indeed, having
an abstract machine in context-free form (the last step in this methodology before deriving the CPS)
allows us to have both the term and the context (in a command) that behave independently of each
other. Intuitively, a realizer at a given level is precisely a term which is going to behave well (be in the
pole) in front of any opponent chosen in the previous level (in the hierarchyv,F ,V ,etc…). For instance,
in a call-by-value se�ing, there are only three levels of de�nition (values, contexts and terms) in the
interpretation, because the abstract machine in context-free form also has three. Here the ground level
corresponds to strong values, and the other levels are somewhat de�ned as terms (or context) which
are well-behaved in front of any opponent in the previous one. �e de�nition of the di�erent sets
|A|v , ‖A‖F , |A|V , etc… directly stems from this intuition.

In comparison with the usual de�nition of Krivine’s classical realizability, we only considered or-
thogonal sets restricted to some syntactical subcategories. However, the de�nition still satis�es the
usual monotonicity properties of bi-orthogonal sets:

Proposition 6.14. For any type A and any given pole ⊥⊥, we have the following inclusions:

1. |A|v ⊆ |A|V ⊆ |A|t ;

2. ‖A‖F ⊆ ‖A‖E ⊆ ‖A‖e .

Proof. All the inclusions are proved in a similar way. We only give the proof for |A|v ⊆ |A|V . Let ⊥⊥ be
a pole and (v |τ ) be in |A|v . We want to show that (v |τ ) is in |A|V , that is to say thatv is in the syntactic
category V (which is true), and that for any (F |τ ′) ∈ ‖A‖F such that τ � τ ′, (v |τ )⊥⊥(F |τ ′). �e la�er
holds by de�nition of (F |τ ′) ∈ ‖A‖F , since (v |τ ) ∈ |A|v . �

We now extend the notion of realizers to stores, by stating that a store τ realizes a context Γ if it
binds all the variables x and α in Γ to a realizer of the corresponding formula.

De�nition 6.15. Given a closed store τ and a �xed pole ⊥⊥, we say that τ realizes Γ, which we write9

τ  Γ, if:

1. for any (x : A) ∈ Γ, τ ≡ τ0[x := t]τ1 and (t |τ0) ∈ |A|t

2. for any (α : A⊥⊥) ∈ Γ, τ ≡ τ0[α := E]τ1 and (E |τ0) ∈ ‖A‖E
y

In the same way as weakening rules (for the typing context) were admissible for each level of the
typing system :

Γ `t t : A Γ ⊆ Γ′

Γ′ `t t : A
Γ `e e : A⊥⊥ Γ ⊆ Γ′

Γ′ `e e : A⊥⊥
. . . Γ `τ τ : Γ′′ Γ ⊆ Γ′

Γ′ `τ τ : Γ′′

the de�nition of realizers is compatible with a weakening of the store.

Lemma 6.16 (Store weakening). Let τ and τ ′ be two stores such that τ C τ ′, let Γ be a typing context
and let ⊥⊥ be a pole. �e following statements hold:

1. ττ ′ = τ ′

9Once again, we should formally write τ ⊥⊥ Γ but we will omit the annotation by ⊥⊥ as o�en as possible.
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2. If (t |τ ) ∈ |A|t for some closed term (t |τ ) and type A, then (t |τ ′) ∈ |A|t . �e same holds for each
level e,E,V ,F ,v of the typing rules.

3. If τ  Γ then τ ′  Γ.

Proof. 1. Straightforward from the de�nitions.
2. �is essentially amounts to the following observations. First, one remarks that if (t |τ ) is a closed

term, so is (t |ττ ′) for any store τ ′ compatible with τ . Second, we observe that if we consider for
instance a closed context (E |τ ′′) ∈ ‖A‖E , then ττ ′�τ ′′ implies τ�τ ′′, thus (t |τ )⊥⊥(E |τ ′′) and �nally
(t |ττ ′)⊥⊥(E |τ ′′) by closure of the pole under store extension. We conclude that (t |τ ′)⊥⊥(E |τ ′′)
using the �rst statement.

3. By de�nition, for all (x : A) ∈ Γ, τ is of the form τ0[x := t]τ1 such that (t |τ0) ∈ |A|t . As τ and τ ′
are compatible, we know by Lemma 8.16 that ττ ′ is of the form τ ′0[x := t]τ ′1 with τ ′0 an extension
of τ0, and using the �rst point we get that (t |τ ′0 ) ∈ |A|t . �

We are now equipped to prove the adequacy of the type system for the λ[lvτ?]-calculus with respect
to the realizability interpretation.
De�nition 6.17 (Adequacy). Given a �xed pole ⊥⊥, we say that:

• A typing judgment Γ `t t : A is adequate (w.r.t. the pole ⊥⊥) if for all stores τ  Γ, we have
(t |τ ) ∈ |A|t .

• More generally, we say that an inference rule
J1 · · · Jn

J0

is adequate (w.r.t. the pole ⊥⊥) if the adequacy of all typing judgments J1, . . . , Jn implies the ade-
quacy of the typing judgment J0.

y

Remark 6.18. 1. As usual, it is clear from the la�er de�nition that a typing judgment that is deriv-
able from a set of adequate inference rules is adequate too.

2. �e interpretation we gave here relies on the fact that the calculus is simply-typed with constants
inhabiting the atomic types. If we were interested in open formulas (or second-order logic), we
should as usual (see Section 3.4.4) consider valuation to close formulas, which would map second-
order variables to set of strong values. y

Proposition 6.19 (Adequacy). �e typing rules of Figure 6.3 for the λ[lvτ?]-calculus without co-constants
are adequate with any pole. In other words, if Γ is a typing context, ⊥⊥ a pole and τ a store such that τ  Γ,
then the following holds:

1. If v is a strong value such that Γ `v v : A, then (v |τ ) ∈ |A|v .

2. If F is a forcing context such that Γ `F F : A⊥⊥, then (F |τ ) ∈ ‖A‖F .

3. If V is a weak value such that Γ `V V : A, then (V |τ ) ∈ |A|V .

4. If E is a catchable context such that Γ `E E : A⊥⊥, then (E |τ ) ∈ ‖A‖F .

5. If t is a term such that Γ `t t : A, then (t |τ ) ∈ |A|t .

6. If e is a context such that Γ `e e : A⊥⊥, then (e |τ ) ∈ ‖A‖e .

7. If c is a command such that Γ `c c , then cτ ∈ ⊥⊥.

8. If τ ′ is a store such that Γ `τ τ ′ : Γ′, then ττ ′  Γ,Γ′.

9. If cτ ′ is a closure such that Γ `l cτ ′, then cττ ′ ∈ ⊥⊥.

Proof. We proceed by induction over the typing rules.
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• Case Constants. �is case stems directly from the de�nition of |X |v for X atomic.

• Case (→r ). �is case exactly matches the de�nition of |A→ B |v . Assume that

Γ,x : A `t t : B
Γ `v λx .t : A→ B

(→r )

and let ⊥⊥ be a pole and τ a store such that τ  Γ. If (u |τ ′) is a closed term in the set |A|t , then, up to
α-conversion for the variable x , ττ ′  Γ by Lemma 6.16 and ττ ′[x := u]  Γ,x : A. Using the induction
hypothesis, (t |ττ ′[x := u]) is indeed in |B |t .

• Case (→l ). Assume that
Γ `t u : A Γ `E E : B⊥⊥
Γ `F u · E : (A→ B)⊥⊥

(→l )

and let ⊥⊥ be a pole and τ a store such that τ  Γ. Let (λx .t |τ ′) be a closed term in the set |A → B |v
such that τ � τ ′, then we have:

〈λx .t ||u · E〉ττ ′ → 〈u ||µ̃x .〈t ||E〉〉ττ ′ → 〈t ||E〉ττ ′[x := u]

By de�nition of |A→ B |v , this closure is in the pole, and we can conclude by anti-reduction.

• Case (↑V ). �is case, as well as every other case where typing a term (resp. context) at a higher level
of the hierarchy (rules (↑E ), (↑t ), (↑e )), is a simple consequence of Proposition 6.14. Indeed, assume for
instance that

Γ `v v : A
Γ `V v : A (↑V )

and let ⊥⊥ be a pole and τ a store such that τ  Γ. By induction hypothesis, we get that (v |τ ) ∈ |A|v .
�us, if (F |τ ′) is in ‖A‖F , by de�nition (v |τ )⊥⊥(F |τ ′).

• Case (x ). Assume that
(x : A) ∈ Γ
Γ `V x : A (x )

and let ⊥⊥ be a pole and τ a store such that τ  Γ. As (x : A) ∈ Γ, we know that τ is of the form
τ0[x := t]τ1 with (t |τ0) ∈ |A|t . Let (F |τ ′) be in ‖A‖F , with τ � τ ′. By Lemma 8.16, we know that ττ ′ is
of the form τ0[x := t]τ1. Hence, we have:

〈x ||F 〉τ0[x := t]τ1 → 〈t ||µ̃[x].〈x ||F 〉τ1〉τ0

and it su�ces by anti-reduction to show that the last closure is in the pole ⊥⊥. By induction hypothesis,
we know that (t |τ0) ∈ |A|t thus we only need to show that it is in front of a catchable context in ‖A‖E .
�is corresponds exactly to the next case that we shall prove now.

• Case (µ̃[]). Assume that

Γ,x : A,Γ′ `F F : A Γ,x : A ` τ ′ : Γ′
Γ `E µ̃[x].〈x ||F 〉τ ′ : A (µ̃ [])

and let ⊥⊥ be a pole and τ a store such that τ  Γ. Let (V |τ0) be a closed term in |A|V such that τ0 � τ .
We have that :

〈V ||µ̃[x].〈x ||F 〉τ ′〉τ0τ → 〈V ||F 〉τ0τ [x := V ]τ ′
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By induction hypothesis, we obtain τ [x := V ]τ ′  Γ,x : A,Γ′. Up to α-conversion in F and τ ′, so
that the variables in τ ′ are disjoint from those in τ0, we have that τ0τ  Γ (by Lemma 6.16) and then
τ ′′ , τ0τ [x := V ]τ ′  Γ,x : A,Γ′. By induction hypothesis again, we obtain that (F |τ ′′) ∈ ‖A‖F (this
was an assumption in the previous case) and as (V |τ0) ∈ |A|V , we �nally get that (V |τ0)⊥⊥(F |τ

′′) and
conclude again by anti-reduction.

• Cases (α ). �is case is obvious from the de�nition of τ  Γ.

• Case (µ ). Assume that
Γ,α : A⊥⊥ `c c
Γ `t µα .c : A (µ )

and let ⊥⊥ be a pole and τ a store such that τ  Γ. Let (E |τ ′) be a closed context in ‖A‖E such that τ �τ ′.
We have that :

〈µα .c ||E〉ττ ′ → cττ ′[α := E]

Using the induction hypothesis, we only need to show that ττ ′[α := E]  Γ,α : A⊥⊥,Γ′ and conclude
by anti-reduction. �is obviously holds, since (E |τ ′) ∈ ‖A‖E and ττ ′  Γ by Lemma 8.16.

• Case (µ̃ ). �is case is identical to the previous one.

• Case (c ). Assume that
Γ `t t : A Γ `e e : A⊥⊥

Γ `c 〈t ||e〉
(c )

and let ⊥⊥ be a pole and τ a store such that τ  Γ. �en by induction hypothesis (t |τ ) ∈ |A|t and
(e |τ ) ∈ ‖A‖e , so that 〈t ||e〉τ ∈ ⊥⊥.

• Case (τt ). �is case directly stems from the induction hypothesis which exactly matches the de�-
nition of ττ ′[x := t]  Γ,Γ′,x : A. �e case for the rule (τE ) is identical, and the case for the rule (ε ) is
trivial.

• Case (l ). �is case is a direct consequence of induction hypotheses for τ and c . Assume indeed that:

Γ,Γ′ `c c Γ `τ τ
′ : Γ′

Γ `l cτ
′

(l )

�en by induction hypotheses ττ ′  Γ,Γ′ and thus cττ ′ ∈ ⊥⊥.
�

�e previous result required to consider the λ[lvτ?]-calculus without co-constants. Indeed, we con-
sider co-constants as coming with their typing rules, potentially giving them any type (whereas con-
stants can only be given an atomic type). �us, there is a priori no reason10 why their types should be
adequate with any pole.

However, as observed in the previous remark, given a �xed pole it su�ces to check whether the
typing rules for a given co-constant are adequate with this pole. If they are, any judgment that is
derivable using these rules will be adequate.

Corollary 6.20. If cτ is a closure such that `l cτ is derivable, then for any pole ⊥⊥ such that the typing
rules for co-constants used in the derivation are adequate with ⊥⊥, cτ ∈ ⊥⊥.

10�ink for instance of a co-constant of type (A→ B)⊥⊥, there is no reason why it should be orthogonal to any function in
|A→ B |v .
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We can now put our focus back on the normalization of typed closures. As we already saw in
Proposition 6.9, the set ⊥⊥⇓ of normalizing closure is a valid pole, so that it only remains to prove that
any typing rule for co-constants is adequate with ⊥⊥⇓.

Lemma 6.21. Any typing rule for co-constants is adequate with the pole ⊥⊥⇓, i.e. if Γ is a typing context,
and τ is a store such that τ  Γ, if κ is a co-constant such that Γ `F κ : A⊥⊥, then (κ |τ ) ∈ ‖A‖F .

Proof. �is lemma directly stems from the observation that for any store τ and any closed strong value
(v |τ ′) ∈ |A|v , 〈v ||κ〉ττ ′ does not reduce and thus belongs to the pole ⊥⊥⇓. �

As a consequence, we obtain the normalization of typed closures of the full calculus.

�eorem 6.22. If cτ is a closure of the λ[lvτ?]-calculus such that `l cτ is derivable, then cτ normalizes.

Besides, the translations11 from λlv to λ[lvτ?] de�ned by Ariola et al. both preserve normalization
of commands [4, �eorem 2,4]. As it is clear that they also preserve typing, the previous result also
implies the normalization of the λlv -calculus:

Corollary 6.23. If c is a closure of the λlv -calculus such that c : ( ` ) is derivable, then c normalizes.

�is is to be contrasted with Okasaki, Lee and Tarditi’s semantics for the call-by-need λ-calculus,
which is not normalizing in the simply-typed case, as shown in Ariola et al [4].

6.3 A typed store-and-continuation-passing style translation

Guided by the normalization proof of the previous section, we shall now present a type system adapted
to the continuation-passing style translation de�ned in [4]. �e computational part is almost the same,
except for the fact that we explicitly handle renaming through a substitution σ that replaces names of
the source language by names of the target.

6.3.1 Guidelines of the translation

�e transformation is actually not only a continuation-passing style translation. Because of the sharing
of the evaluation of arguments, the store associating terms to variables has to be passed around. Passing
the store amounts to combining the continuation-passing style translation with a store-passing style
translation. Additionally, the store is extensible, so, to anticipate extension of the store, Kripke style
forcing has to be used too, in a way comparable to what is done in step-indexing translations. Before
presenting in detail the target system of the translation, let us explain step by step the rationale guiding
the de�nition of the translation. To facilitate the comprehension of the di�erent steps, we illustrate each
of them with the translation of the sequent a : A,α : A⊥⊥,b : B `e e : C .

Step 1 - Continuation-passing style. In a �rst approximation, let us look only at the continuation-
passing style part of the translation of a λ[lvτ?] sequent.

As shown in [4] and as emphasized by the de�nition of realizers (see De�nition 6.12) re�ecting the 6
nested syntactic categories used to de�ne λ[lvτ?], there are 6 di�erent levels of control in call-by-need,
leading to 6 mutually de�ned levels of interpretation. We de�ne ~A→ B�v for strong values as ~A�t →
~B�E , we de�ne ~A�F for forcing contexts as ¬ ~A�v , ~A�V for weak values as ¬ ~A�F = 2¬ ~A�v , and
so on until ~A�e de�ned as 5¬ ~A�v (where 0¬ A , A and n+1¬ A , ¬ n¬ A).

As we already observed in the previous section (see De�nition 8.18), hypotheses from a context Γ
of the form α : A⊥⊥ are to be translated as ~A�E = 3¬ ~A�v while hypotheses of the form x : A are to be

11�ere is actually an intermediate step to a calculus named λ̄[lτv].
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translated as ~A�t = 4¬ ~A�v . Up to this point, if we denote this translation of Γ by [[Γ]], in the particular
case of Γ `t A the translation is [[Γ]] ` [[A]]t and similarly for other levels, e.g. Γ `e A translates to
[[Γ]] ` [[A]]e .

Example 6.24 (Translation, step 1). Up to now, the translation taking into account the continuation-
passing style of a : A,α : A⊥⊥,b : B `e e : C is simply:

~a : A,α : A⊥⊥,b : B `e e : C� = a : ~A�t ,α : ~A�E ,b : ~B�t ` ~e�e : ~C�e
= a : 4¬ ~A�v ,α : 3¬ ~A�v ,b : 4¬ ~B�v ` ~e�e : 5¬ ~C�v y

Step 2 - Store-passing style. �e continuation-passing style part being se�led, the store-passing
style part should be considered. In particular, the translation of Γ `t A is not anymore a sequent
~Γ� ` [[A]]t but instead a sequent roughly of the form ` ~Γ� → [[A]]t , with actually ~Γ� being passed
around not only at the top-level of [[A]]t but also every time a negation is used. We write this sequent
` ~Γ� .t A where .tA is de�ned by induction on t and A, with

~Γ� .t A = ~Γ� → (~Γ� .E A) → ⊥

= ~Γ� → (~Γ� → (~Γ� .V A) → ⊥) → ⊥ = . . .

Moreover, the translation of each type in Γ should itself be abstracted over the store at each use of a
negation.

Example 6.25 (Translation, step 2). Up to now, the continuation-and-store passing style translation
of a : A,α : A⊥⊥,b : B `e e : C is:

~a : A,α : A⊥⊥,b : B `e e : C� = ` ~e�e : ~a : A,α : A⊥⊥,b : B� .e C
= ` ~e�e : ~a : A,α : A⊥⊥,b : B� → (~a : A,α : A⊥⊥,b : B� .t C ) → ⊥ = ...

where:
~a : A,α : A⊥⊥,b : B� = ~a : A,α : A⊥⊥�, b : ~a : A,α : A⊥⊥� .t B

= ~a : A,α : A⊥⊥�, b : ~a : A,α : A⊥⊥� → (~a : A,α : A⊥⊥� .E B) → ⊥ = ...
~a : A,α : A⊥⊥� = ~a : A�, α : ~a : A� .E A

= ~a : A�, α : ~a : A� → (~a : A� → .EA) → ⊥ = ...
~a : A� = a : ε .t A = a : 4¬ ~A�v y

Step 3 - Extension of the store. �e store-passing style part being se�led, it remains to anticipate
that the store is extensible. �is is done by supporting arbitrary insertions of any term at any place in
the store. �e extensibility is obtained by quantifying over all possible extensions of the store at each
level of the negation. �is corresponds to the intuition that in the realizability interpretation, given
a sequent Γ `t t : A we showed that for any store τ such that τ  Γ, we had (t |τ ) in |A|t . But the
de�nition of τ  Γ is such that for any Γ′ ⊇ Γ, if τ  Γ′ then τ  Γ, so that actually (t |τ ′) is also |A|t .
�e term t was thus compatible with any extension of the store.

For this purpose, we use as a type system an adaptation of System F <: [23] extended with stores,
de�ned as lists of assignations [x := t]. Store types, denoted by ϒ, are de�ned as list of types of the form
(x : A) where x is a name and A is a type properly speaking and admit a subtyping notion ϒ′ <: ϒ to
express that ϒ′ is an extension of ϒ. �is corresponds to the following re�nement of the de�nition of
~Γ� .t A:

~Γ� .t A = ∀ϒ <: ~Γ�.ϒ → (ϒ .E A) → ⊥
= ∀ϒ <: ~Γ�.ϒ → (∀ϒ′ <: ϒ.ϒ′ → ϒ′ .V A→ ⊥) → ⊥ = ...

�e reader can think of subtyping as a sort of Kripke forcing [90], where worlds are store types ϒ and
accessible worlds from ϒ are precisely all the possible ϒ′ <: ϒ.
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Example 6.26 (Translation, step 3). �e translation, now taking into account store extensions, of a :
A,α : A⊥⊥,b : B `e e : C becomes:

~a : A,α : A⊥⊥,b : B `e e : C� = ` ~e�e : ~a : A,α : A⊥⊥,b : B� .e C
= ` ~e�e : ∀ϒ <: ~a : A,α : A⊥⊥,b : B�.ϒ → (ϒ .t C ) → ⊥ = ...

where:

~a : A,α : A⊥⊥,b : B� = ~a : A,α : A⊥⊥�, b : ~a : A,α : A⊥⊥� .t B
= ~a : A,α : A⊥⊥�, b : ∀ϒ <: ~a : A,α : A⊥⊥�.ϒ → (ϒ .E B) → ⊥ = ...

~a : A,α : A⊥⊥� = ~a : A�, α : ~a : A� .E A
= ~a : A�, α : ∀ϒ <: ~a : A�.ϒ → (ϒ → .EA) → ⊥ = ...

~a : A� = a : ε .t A = a : ∀ϒ.ϒ → (ϒ .E A) → ⊥
y

Step 4 - Explicit renaming As we will explain in details in the next section (see Section 6.4.1), we
need to handle the problem of renaming the variables during the translation. We assume that we dispose
of a generator of fresh names (in the target language). In practice, this means that the implementation
of the CPS requires for instance to have a list keeping tracks of the variables already used. In the case
where variable names can be reduced to natural numbers, this can be easily done with a reference that
is incremented each time a fresh variable is needed. �e translation is thus annotated by a substitution
σ which binds names from the source language with names in the target language. For instance, the
translation of a typing context a : A,α : A⊥⊥,b : B is now:

~a : A,α : A⊥⊥,b : B�σ = σ (a) : ε .t A, σ (α ) : ~a : A�σ .E A, σ (b) : ~a : A,α : A⊥⊥�σ .t B

6.3.2 �e target language: System Fϒ

�e target language is thus the usual λ-calculus, which is extended with stores (de�ned lists of pairs
of a name and a term) and second-order quanti�cation over store types. We refer to this language
as System Fϒ. We assume that types contain at least a constant for each atomic type X of the original
system, and we still denote this constant byX . �is allows us to de�ne an embedding ι from the original
type system to this one by:

ι (X ) = X ι (A→ B) = ι (A) → ι (B).

�e syntax for terms and types is given by:

t ,u ::= k | x | λx .t | tu | τ
| letxτ0 ,x ,xτ1 = split τ ′′y in t

τ ,τ ′ ::= ε | τ [x := t]

A,B ::= X | ⊥ | ϒ .τ ϒ
′ | A→ B | ∀Y � ϒ.A

ϒ,ϒ′ ::= ε | (x : A) | (x : A⊥⊥) | Y | ϒ,ϒ′
Γ,Γ′ ::= ε | Γ,x : A | Γ,Y <: ϒ

We introduce a new symbol ϒ.τ ϒ′ to denote the fact that a store has a type conditioned by ϒ (which
should be the type of the head of the list). In order to ease the notations, we will denote ϒ instead of
ε .τ ϒ in the sequel. On the contrary, ϒ .t A is a shorthand (de�ned in Figure 6.6). �e type system is
given in Figure 6.5 where we assume that a name can only occur once both in typing contexts Γ and
stores types ϒ.

Remark 6.27. We shall make a few remarks about our choice of rules for typing stores. First, observe
that we force elements of the store to have types of the form ϒ .t A, that is having the structure of
types obtained through the CPS translation. Even though this could appear as a strong requirement, it
appears naturally when giving a computational contents to the inclusion ϒ <: ′ϒ with De Bruijn levels
(see Section 6.4.4). Indeed, a De Bruijn level (just as a name) can be understood as a pointer to a
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(k : X ) ∈ S

Γ ` k : X
(c )

(x : A) ∈ Γ
Γ ` x : A (Ax)

Γ,x : A ` t : B
Γ ` λx .t : A→ B

(λ) Γ ` t : A→ B Γ ` u : A
Γ ` t u : B (@)

Γ,Y <: ϒ ` t : A Y < FV (Γ)

Γ ` t : ∀Y <: ϒ.A (∀I )
Γ ` t : ∀Y <: ϒ.A Γ ` ϒ′ <: ϒ

Γ ` t : A{Y := ϒ′}
(∀E )

Γ,xτ0 : ϒ0,x : ϒ0 .t A,xτ1 : (ϒ0,y : A) .τ ϒ1 ` t : B Γ ` τ : ϒ0,y : A,ϒ1
Γ; Σ ` letxτ0 ,x ,xτ1 = split as (τ ) in y in t : B

(split)

Γ ` ε : ε .τ ε
(ε )

Γ ` t : ϒ0 .t A
Γ ` [x := t] : ϒ0 .τ x : A

(τt )
Γ ` t : ϒ0 .E A

Γ ` [x := t] : ϒ0 .τ x : A⊥⊥
(τE )

Γ ` τ : ϒ0 .τ ϒ Γ ` τ ′ : (ϒ0,ϒ) .τ ϒ
′

Γ ` ττ ′ : ϒ0 .τ ϒ,ϒ
′

(τ τ ′)
(ϒ′ <: ϒ) ∈ Γ
Γ ` ϒ′ <: ϒ

(<:ax)
Γ ` Y <:Y (<:Y )

Γ ` ϒ <: ε (<:ε )
Γ ` ϒ′ <: ϒ

Γ ` (ϒ′,x : A) <: (ϒ,x : A)
(<:1)

Γ ` ϒ′ <: ϒ
Γ ` ϒ′,ϒ′′ <: ϒ

(<:2)

Γ ` ϒ′′ <: ϒ′ Γ ` ϒ′ <: ϒ
Γ ` ϒ′′ <: ϒ

(<:3)
Γ ` τ : ϒ′0 .τ ϒ′ Γ ` ϒ′ <: ϒ Γ ` ϒ0 <: ϒ′0

Γ ` τ : ϒ0 .τ ϒ
(τ <: )

Γ[(Y0,x : A,Y1)/Y ] ` t : B[(Y0,x : A,Y1)/Y ] Γ ` Y <: (ϒ0,x : A,ϒ1)
Γ ` t : B (<:split)

Figure 6.5: Typing rules of System Fϒ

particular cell of the store. �erefore, we need to update pointers when inserting a new element (as in
Proposition 6.32). Such an operation would not have any sense (and in particular would be ill-typed)
for an element that is not of type ϒ .t A. One could circumvent this by tagging each cell of the store
with a �ag (using a sum type) indicating whether the corresponding elements have a type of this form
or not. Second, note that each element of the store has a type depending on the type of the head of the
store. Once again, this is natural and only re�ects what was already happening in the source language
or within the realizability interpretation. y

�e translation of judgments and types is given in Figure 6.6, where we made explicit the renaming
procedure from the λ[lvτ?]-calculus to the target language. We denote by σ s Γ the fact that σ is a
substitution suitable to rename every names present in Γ.

As for the reduction rules of the language, there is only two of them, namely the usual β-reduction
and the split of a store with respect to a name:

λx .t u → t[u/x]
letx0,x ,x1 = split τ y in t → t[τ0/x0,u/x ,τ1/x1] (where τ = τ0[y := u]τ1)

6.3.3 �e typed translation

We consider in this section that we dispose of a generator of fresh names (for instance a global counter)
and use names explicitly both in the language (for stores) and in the type system (for their types). �e
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~Γ `e e : A⊥⊥� , ∀σ , σ s Γ ⇒ (` ~e�σe : ~Γ�σΓ .e ι (A))
~Γ `t t : A� , ∀σ , σ s Γ ⇒ (` ~t�σt : ~Γ�σΓ .t ι (A))
~Γ `E E : A⊥⊥� , ∀σ , σ s Γ ⇒ (` ~E�σE : ~Γ�σΓ .E ι (A))
~Γ `V V : A� , ∀σ , σ s Γ ⇒ (` ~V �σV : ~Γ�σΓ .V ι (A))

~Γ `F F : A⊥⊥� , ∀σ , σ s Γ ⇒ (` ~F �σF : ~Γ�σΓ .F ι (A))
~Γ `v v : A� , ∀σ , σ s Γ ⇒ (` ~v�σv : ~Γ�σΓ .v ι (A))
~Γ `c c� , ∀σ , σ s Γ ⇒ (` ~c�σc : ~Γ�σΓ .c ⊥)
~Γ `l l� , ∀σ , σ s Γ ⇒ (` ~l�σl : ~Γ�σΓ .c ⊥)
~Γ `τ τ : Γ′� , ∀σ , σ s Γ ⇒ (` τ ′ : ~Γ�σ ′Γ .τ ~Γ

′�σ
′

Γ ) (where τ ′,σ ′ = ~τ �στ )

σ s Γ , σ injective ∧ dom(Γ) ⊆ dom(σ )

~Γ,a : A�σΓ , ~Γ�σΓ ,σ (a) : ι (A) ~Γ,α : A⊥⊥�σΓ , ~Γ�σΓ ,σ (α ) : ι (A)⊥⊥ ~ε�σΓ , ε

ϒ .c A , ∀Y <: ϒ.Y → ⊥
ϒ .e A , ∀Y <: ϒ.Y → (Y .t A) → ⊥

ϒ .t A , ∀Y <: ϒ.Y → (Y .E A) → ⊥

ϒ .E A , ∀Y <: ϒ.Y → (Y .V A) → ⊥

ϒ .V A , ∀Y <: ϒ.Y → (Y .F A) → ⊥

ϒ .F A , ∀Y <: ϒ.Y → (Y .v A) → ⊥

ϒ .v A→ B , ∀Y <: ϒ.Y → (Y .t A) → (Y .E B) → ⊥

ϒ .v X , X

Figure 6.6: Translation of judgments and types

next section will be devoted to the presentation of the translation using De Bruijn levels instead of
names.

�e translation of terms is given in Figure 6.7 where we assume that for each constant k of type X
(resp. co-constant κ of type A⊥⊥) of the source system, we have a constant of type X in the signature S
of target language, constant that we also denote by k (resp. κ of type A → ⊥). Except for the explicit
renaming, the translation is the very same as in Ariola et al., hence their results are preserved with
our translation. In particular, if two closures l ,l ′ are such that l → l ′, then12 ~l�σl =β,η ~l

′�σl (see [4,
�eorem 6]).

We �rst prove a few technical results that we will use a�erwards in the proof of the main theorem.

Lemma 6.28 (Suitable substitution). For all σ and Γ such that σ is suitable for Γ, if τ is a store such that
Γ `τ τ : Γ′ for some Γ′, if τ ′,σ ′ = ~τ �στ then σ ′ is suitable for Γ,Γ′ and ~Γ�σΓ = ~Γ�

σ ′
Γ .

Proof. Obvious from the de�nition. �

Lemma 6.29 (Subtyping identity). �e following rule is admissible: Σ ` ϒ <: ϒ

Proof. Straightforward induction on the structure of ϒ, applying repeatedly the (<:1)-rule (or the (<:Y )-
rule). �

12Such a statement could be re�ned to prove that that the translation preserves the reduction. As in the call-by-name and
call-by-value cases (see Proposition 4.18), it would require to de�ne a translation at each level (e,t , ...) for commands, to �nally
prove that if cιτ

1
→ coτ

′, then ~cτ �σι
+
→ ~cτ ′�σ

′

o . We claim that this would not present any speci�c di�culty, but that it is no
longer worth bothering ourself with such a proof since we already proved the normalization.
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~k�σv , k

~λx .t�σv τ u E , ~t�σ [x :=n]
t τ [n := u] E (n fresh)

~κ�σF , κ

~t · E�σF τ v , v τ ~t�σt ~E�σE

~v�σV τ F , F τ ~v�σv
~x�σV τ [σ (x ) := t]τ ′ F , t τ (λτλV .V τ [σ (x ) :=↑t V ]τ ′ F ) (with ↑t V = λτE.E τ V )

~α�σE τ [σ (α ) := E]τ ′ V , E τ [σ (α ) := E]τ ′ V
~µ̃[x].〈x ||F 〉τ ′�σE τ V , V τ [n :=↑t V ]τ ′′ ~F �σ ′F (where n fresh,τ ′′,σ ′ = ~τ �σ [x :=n]

τ )

~V �σt τ E , E τ ~V �σV
~µα .c�σt τ E , ~c�σ [α :=n]

c τ [n := E] (n fresh)

~E�σe τ t , t τ ~E�σE
~µ̃x .c�σe τ t , ~c�σ [x :=n]

c τ [n := t] (n fresh)

~〈t ||e〉�σc τ , ~e�σe τ ~t�σt
~c τ �σl τ0 , ~c�σ

′

c τ0τ
′ (where τ ′,σ ′ = ~τ �στ )

~ε�στ , ε,σ

~τ ′[x := t]�στ , τ ′[n := ~t�σ ′t ],σ [x := n] (where τ ′,σ ′ = ~τ �στ , n fresh)
~τ ′[α := E]�στ , τ ′[n := ~E�σ ′E ],σ [α := n] (where τ ′,σ ′ = ~τ �στ , n fresh)

Figure 6.7: Translation of terms

Lemma 6.30 (Weakening). �e following rule is admissible:

Γ ` t : A Γ ⊆ Γ′

Γ′ ` t : A
(w )

Proof. Straightforward induction on typing derivations. �

Lemma 6.31 (Terms subtyping). �e following rule is admissible:

Γ ` t : ∀Y <: ϒ0.A Γ ` ϒ1 <: ϒ0
Γ ` t : ∀Y <: ϒ1.A

<:∀

Proof. We can derive:

Γ,X <: ϒ1 ` t : ∀Y <: ϒ0.A
Γ,Y <: ϒ1 ` Y <: ϒ1

(<:ax)
Γ ` ϒ1 <: ϒ0

Γ,Y <: ϒ1 ` Y <: ϒ0
(<:3)

Γ,Y <: ϒ1 ` t : A (∀E )
Y < FV (Γ)

Γ ` t : ∀Y <: ϒ1.A
(∀I )

where we use Lemma 6.30 to weaken Γ,X <: ϒ1 to Γ.
�

Corollary 6.32. For any level o of the hierarchy e,t ,E,V ,F ,v , the following rule is admissible:

Γ ` t : ϒ0 .o A Γ ` ϒ1 <: ϒ0
Γ ` t : ϒ1 .o A

<:.
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�eorem 6.33 (Preservation of typing). �e translation is well-typed, i.e.
1. if Γ `v v : A then ~Γ `v v : A�
2. if Γ `F F : A⊥⊥ then ~Γ `F F : A⊥⊥�
3. if Γ `V V : A then ~Γ `V V : A�
4. if Γ `E E : A⊥⊥ then ~Γ `E E : A⊥⊥�
5. if Γ `t t : A then ~Γ `t t : A�

6. if Γ `e e : A⊥⊥ then ~Γ `e e : A⊥⊥�
7. if Γ `c c then ~Γ `c c�
8. if Γ `l l then ~Γ `l l�
9. if Γ `τ τ : Γ′ then ~Γ `τ τ : Γ′�

Proof. By induction over the typing rules. Let Γ be a typing context and σ be a suitable translation of
names of Γ. We (ab)use of Lemma 6.30 to make the derivations more compact by systematically weak-
ening contexts as soon as possible. We also compact the �rst ∀- and λ-introductions in one rule.

1. Strong values

• Case ~k�σv . ~k�σv = k , which has the desired type by hypothesis.

• Case ~λxi .t�σv . In the source language, we have:

Γ,x : A `t t : B
Γ `v λx : A→ B

Hence, if n is fresh (w.r.t. σ ), σ [x := n] is suitable for Γ,x : A, and we get by induction a proof Πt of
~t�σ [x :=n]

t : ~Γ,x : A�σ [x :=n]
Γ .t ι (B). Observing that ~Γ,x : A�σ [x :=n]

Γ = ~Γ�σΓ ,n : ι (A) we can derive:

Πt

` ~t�σ [x :=n]
t : ~Γ,x : A�[σ ,x :=n]

Γ .t ι (B)

Y <: ~Γ�σΓ ` Y <: ~Γ�σΓ
(<:ax )

Y <: ~Γ�σΓ ` Y ,n : A<: ~Γ�σΓ ,n : A
(<:2 )

Y <: ~Γ�σΓ ` ~t�
σ [x :=n]
t : Y ,n : A→ Y ,n : A .E ι (B) → ⊥

(∀E )

Πτ

Y <: ~Γ�σΓ ,τ : Y ,u : Y .t ι (A); ` ~t�t τ [u] : Y ,n : A .E ι (B) → ⊥
(@)

ΠE

Y <: ~Γ�σΓ ,τ : Y ,u : Y .t ι (A),E : Y .E ι (B) ` ~t�σ [x :=n]
t τ [u] E : ⊥

(@)

` λτuE.~t�σ [x :=n]
t τ [u] E : ∀Y <: ~Γ�σΓ .Y → Y .t ι (A) → Y .E ι (B) → ⊥

(λ)

where:

• Πτ is the following subproof:

τ : Y ` τ : Y (Ax)
u : Y .t ι (A) ` u : Y .t ι (A)

(Ax)

Y .t ι (A) ` [n := u] : Y .τ ι (A)
(τt )

τ : Y ,u : Y .t ι (A); ` τ [n := u] : Y ,n : A
(τ τ ′)

• ΠE is the following proof (derivable using Corollary 6.32):

E : Y .E ι (B) ` E : (Y ,n : ι (A)) .E ι (B)
(Ax) ` Y <:Y (<:ax )

` (Y ,n : ι (A)) <:Y
(<:2 )

E : Y .E ι (B) ` E : (Y ,n : ι (A)) .E ι (B)
<:.

2. Forcing contexts

• Case ~κ�σF . ~κ�σF = κ , which has the desired type by hypothesis.
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• Case ~t .E�σF . In the source language, we have:

Γ `t t : A Γ `E E : B⊥⊥
Γ `F t · E : (A→ B)⊥⊥

�erefore, we obtain by induction a proof of ` ~t�t : ~Γ�σΓ .t ι (A) (and a proof of ` ~E�t : ~Γ�σΓ .E ι (B))
that can be turned (using Corollary 6.32) into a proof Πt of Y <: ~Γ�σΓ ` ~t�t : Y .t ι (A) for any Y (resp.
ΠE of Y <: ~Γ�σΓ ` ~E�t : Y .E ι (B)). �us, we can derive:

v : Y .v (ι (A) → ι (B)) ` v : Y .v ι (A) → ι (B)
(Ax)

` Y <:Y (<:ax )

v : Y .v (ι (A) → ι (B)) ` v : Y → Y .t ι (A) → Y .E B → ⊥
(∀E )

τ : Y ` τ : Y (Ax)

τ : Y ,v : Y .v (ι (A) → ι (B)) ` v τ : Y .t ι (A) → Y .E ι (B) → ⊥
(@)

Πt

Y <: ~Γ�σΓ ,τ : Y ,v : Y .v (ι (A) → ι (B)) ` v τ ~t�t : Y .E ι (B) → ⊥
(@)

ΠE

Y <: ~Γ�σΓ ,τ : Y ,v : Y .v (ι (A) → ι (B)) (` v τ ~t�t ~E�
σ
E : ⊥

(@)

` λτv .v τ ~t�t ~E�
σ
E : ∀Y <: ~Γ�σΓ .Y → Y .v (ι (A) → ι (B)) → ⊥

(λ)

3. Weak values
• Case ~v�V . In the source language, we have:

Γ `v v : A
Γ `V v : A

�en we have by induction hypothesis a proof Πv of ` ~v�σv : ~Γ�σΓ .v ι (A) and we can derive:

F : Y .F ι (A) ` F : Y .F ι (A)
(Ax)

` Y <:Y (<:ax )

F : Y .F ι (A) ` F : Y → Y .v ι (A) → ⊥
(∀E )

τ : Y ` τ : Y (Ax)

Y <: ~Γ�σΓ ,τ : Y ,F : Y .F ι (A) ` F τ : Y .v ι (A) → ⊥
(@)

Πv Y <: ~Γ�σΓ ` Y <: ~Γ�σΓ
(Ax)

Y <: ~Γ�σΓ ` ~v�
σ
v : Y .v ι (A)

<:.

Y <: ~Γ�σΓ ,τ : Y ,F : Y .F ι (A) ` F τ ~v�σv : ⊥
(@)

` λτF .F τ ~v�σv : ∀Y <: ~Γ�σΓ .Y → Y .F ι (A) → ⊥
(λ)

where we used Corollary 6.32 on the right part of the proof. Observe that ↑t V is in fact independent
of the level t and that we could as well have wri�en ~v�V =↑ ~v�σv . We thus proved the admissibility
of the following rule:

Γ ` V : ϒ .V A

Γ `↑t V : ϒ .t A
(↑)

• Case ~x�V . In the source language, we have:

(x : A) ∈ Γ
Γ `V x : A

so that Γ is of the form Γ0,x : A,Γ1. By de�nition, we have:

~x�V = λτF . letτ0,t ,τ1 = split τ n in t τ0 (λτ ′0V .V τ ′0[n :=↑t V ]τ1 F ) where n = σ (x )

t : Y0 .t ι (A) ` t : Y0 .t ι (A)
(Ax)

` Y0 <:Y0
(<:ax )

t : Y0 .t ι (A) ` t : Y0 → Y0 .E ι (A) → ⊥
(∀E )

τ0 : Y0 ` τ0 : Y0
(Ax)

τ0 : Y0,t : Y0 .t A ` t τ0 : Y0 .E ι (A) → ⊥
(@)

ΠE

τ0 : Y0,t : Y0 .t ι (A),τ1 : (Y0,n : ι (A)) .τ Y1,F : (Y0,n : ι (A),Y1) .F ι (A) ` t τ0 E : ⊥
(@)

τ : (Y0,n : ι (A),Y1),F : (Y0,n : ι (A),Y1) .F ι (A) ` letτ0,t ,τ1 = split τ n in t τ0 E : ⊥
(split)

ΠY

Y <: ~Γ�σΓ ,τ : Y ,F : Y .F ι (A) ` letτ0,t ,τ1 = split τ n in t τ0 E : ⊥
(<:split )

` λτF . letτ0,t ,τ1 = split τ n in t τ0 E : ∀Y <: ~Γ�σΓ .Y → Y .F ι (A) → ⊥
(λ)

where:
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• ΠY is simply the axiom rule:

Y <: (~Γ0�
σ
Γ ,n : ι (A),~Γ1�

σ
Γ ) ` Y <: (~Γ0�

σ
Γ ,n : ι (A),~Γ1�

σ
Γ )

(<:ax )

• E = (λτ ′0V .V τ ′0[n := V ]τ1 F ) and ΠE is the following derivation:

V : Y ′0 .V ι (A) `↑t V : Y ′0 .t ι (A)
(Ax)

` Y ′0 ,n : A,Y1 <:Y ′0 ,n : A
(Ax)

V : Y ′0 .V ι (A) ` V : (Y ′0 ,n : A,Y1) → (Y ′0 ,n : A,Y1) .E ι (A) → ⊥
(∀E )

Πτ

τ1 : (Y0,n : A) .τ Y1,Y
′
0 <:Y0,τ

′
0 : Y ′0 ,V : Y ′0 .V ι (A) ` V τ ′0[n :=↑t V ]τ1 : (Y ′0 ,n : ι (A),Y1) .F ι (A) → ⊥

(@)
ΠF

τ1 : (Y0,n : A) .τ Y1,F : (Y0,n : ι (A),Y1) .F ι (A),Y
′
0 <:Y0,τ

′
0 : Y ′0 ,V : Y ′0 .V ι (A) ` V τ ′0[n :=↑t V ]τ1 F : ⊥

(@)

τ1 : (Y0,n : A) .τ Y1,F : (Y0,n : ι (A),Y1) .F ι (A) ` λτ
′
0V .V τ ′0[n :=↑t V ]τ1 F : Y0 .E ι (A)

(λ)

• ΠF is the following proof, obtained by Corollary 6.32:

F : (Y0,n : ι (A),Y1) .F ι (A) ` F : (Y0,n : ι (A),Y1) .F ι (A)
(Ax)

Y ′0 <:Y0 ` Y
′
0 <:Y0

(<:ax )

...

(<:1 )

Y ′0 <:Y0 ` (Y
′
0 ,n : ι (A),Y1) <: (Y0,n : ι (A),Y1)

(<:1 )

Y ′0 <:Y0,F : (Y0,n : ι (A),Y1) .F ι (A) ` F : (Y ′0 ,n : ι (A),Y1) .F ι (A)
<:.

• Πτ is the following derivation

τ ′0 : Y ′0 ` τ ′0 : Y ′0
(Ax)

V : Y ′0 .V ι (A) ` V : Y ′0 .V A
(Ax)

V : Y ′0 .V ι (A) `↑t V : Y ′0 .t A
(↑)

V : Y ′0 .V ι (A) ` [n :=↑t V ] : Y ′0 .τ n : ι (A)
(τt )

Y ′0 <:Y0,τ
′
0 : Y ′0 ,V : Y ′0 .V ι (A) ` τ ′0[n := V ] : Y ′0 ,n : ι (A)

(τ τ ′)
Πτ1

τ1 : (Y0,n : ι (A)) .τ Y1,Y
′
0 <:Y0,τ

′
0 : Y ′0 ,V : Y ′0 .V ι (A) ` τ ′0[n := V ]τ1 : Y ′0 ,n : A,Y1

(τ <: )

• Πτ1 is the following derivation:

τ1 : (Y0,n : ι (A)) .τ Y1 ` τ1 : (Y0,n : ι (A)) .τ Y1
(Ax)

Y ′0 <:Y0 ` Y
′
0 <:Y0

(<:ax )

Y ′0 <:Y0 ` Y
′
0 ,n : ι (A) <:Y0,n : ι (A)

(<:1 )

τ1 : (Y0,n : ι (A)) .τ Y1,Y
′
0 <:Y0 ` τ1 : (Y ′0 ,n : ι (A)) .τ Y1

(τ <: )

4. Catchable contexts
• Case ~F �σE . �is case is similar to the case ~v�V .

• Case ~µ̃[x].〈x ||F 〉τ ′�σE . In the source language, we have:
Γ,x : A,Γ′ `F F : A⊥⊥ Γ `τ τ : Γ′

Γ `E µ̃[x].〈x ||F 〉τ : A⊥⊥

If n is fresh (w.r.t σ ), σ [x := n] is suitable for Γ,x : A, and we then have by induction hypothesis a proof
of ` τ ′′ : ~Γ,x : A�σ ′.τ ~Γ′�σ

′ and a proofΠF of ` ~F �σ ′F : ~Γ,x : A�σ ′.F ι (A) where τ ′′,σ ′ = ~τ ′�σ ,[x :=n]

for some fresh n. We can thus derive:

V : Y .V ι (A) ` Y .V ι (A)
(Ax)

` Y <:Y (<:ax )

` Y ,n : ι (A),~Γ′�σ ′Γ <:Y
(<:2 )

V : Y .V ι (A) ` V : (Y ,n : ι (A),~Γ′�σ ′Γ ) → (Y ,n : ι (A),~Γ′�σ ′Γ ) .F ι (A) → ⊥
(∀E )

Πτ

τ : Y ,V : Y .V ι (A) ` V τ [n :=↑t V ]τ ′′ : (Y ,n : ι (A),~Γ′�σ ′Γ ι (A).F → ⊥
(@)

ΠF

Y <: ~Γ�σ ′Γ ,τ : Y ,V : Y .V ι (A) ` V τ [n :=↑t V ]τ ′′ ~F �σ ′F : ⊥
(@)

` λτV .V τ [n :=↑t V ]τ ′′ ~F �σ ′F : ∀Y <: ~Γ�σ ′Γ .Y → Y .V ι (A) → ⊥
(λ)

140



6.3. A TYPED STORE-AND-CONTINUATION-PASSING STYLE TRANSLATION

where:

• ΠF is the following proof, derived using Corollary 6.32 and Lemma 6.28:

` ~F �σ
′

F : ~Γ,n : ι (A),Γ′�σ ′Γ .F ι (A)
Y <: ~Γ�σ ′Γ ` Y <: ~Γ�σ ′Γ

(Ax)

Y <: ~Γ�σ ′Γ ` Y ,n : ι (A),~Γ′�σ ′Γ <: ~Γ,n : ι (A),Γ′�σ ′Γ
(<:1 )

Y <: ~Γ�σ ′Γ ` ~F �
σ ′
F : Y ,n : ι (A),~Γ′�σ ′Γ .F ι (A)

(∀E )

• Πτ is the following proof:

τ : Y ` τ : Y (Ax)

V : Y .V ι (A) ` V : Y .V ι (A)
(Ax)

V : Y .V ι (A) `↑t V : Y .t ι (A)
(↑)

V : Y .V ι (A) ` [n := V ] : Y .τ n : ι (A)
(τt )

τ : Y ,V : Y .V ι (A) ` τ [n :=↑t V ] : Y ,n : ι (A)
(τ τ ′)

Πτ ′

Y <: ~Γ�σ ′Γ ,τ : Y ,V : Y ′ .V ι (A) ` τ [n :=↑t V ]~τ ′�σ [x :=n]
τ : (Y ,n : ι (A),~Γ′�σ [x :=n])

(τ τ ′)

• Πτ ′ is the following proof, obtained from the induction hypothesis for τ ′:

` ~τ ′�σ [x :=n]
τ : ~Γ�σΓ ,n : ι (A) .τ ~Γ′�σ [x :=n]

Y <: ~Γ�σΓ ` Y <: ~Γ�σΓ
Y <: ~Γ�σΓ ` Y ,n : ι (A) <: ~Γ�σΓ ,n : ι (A)

Y <: ~Γ�σΓ ` ~τ
′�
σ [x :=n]
τ : Y ,n : ι (A) .τ ~Γ′�σ [x :=n]

5. Terms
• Case ~V �t . �is case is similar to the case ~v�V .

• Case ~µα .c�t . In the λ[lvτ?]-calculus, we have:

Γ,α : A⊥⊥ `c c
Γ `t µα .c : A

If n is fresh (w.r.t σ ), σ [α := n] is suitable for Γ,α : A⊥⊥, and we then have by induction hypothesis a
proof Πc of ` ~c�[σ ,x :=n]

c : ~Γ,α : A⊥⊥�σ [α :=n]
Γ .c ⊥. We can thus derive, using Lemma 6.28 to identify

~Γ�σΓ and ~Γ�σ ,[α :=n]
Γ :

` ~c�σ [α :=n]
c : ~Γ,α : A⊥⊥�σ [α :=n]

Γ .c ⊥

Y <: ~Γ�σΓ ` Y <: ~Γ�σ [α :=n]
Γ

(<:ax )

Y <: ~Γ�σΓ ` (Y ,n : ι (A)⊥⊥) <: ~Γ,α : A⊥⊥�σ [α :=n]
(<:1 )

Y <: ~Γ�σΓ ` ~c�
σ [α :=n]
c : (Y ,n : ι (A)⊥⊥) → ⊥

(∀E )

Πτ

Y <: ~Γ�σΓ ,τ : Y ,E : Y .E ι (A) ` ~c�σ [α :=n]
c τ [n := E] : ⊥

(@)

` λτE.~c�σ [α :=n]
c τ [n := E] : ∀Y <: ~Γ�σΓ .Y → Y .E ι (A) → ⊥

(λ)

where Πτ is the following derivation:

τ : Y ` τ : Y (Ax)
E : Y .E ι (A) ` E : Y .E ι (A)

(Ax)

E : Y .E ι (A) ` [n := E] : (Y .τ n : ι (A)⊥⊥)
(τt )

τ : Y ,E : Y .E ι (A) ` τ [n := E] : (Y ,n : ι (A)⊥⊥)
(τ τ ′)

6. Contexts
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• Case ~E�e . �is case is similar to the case ~v�V .

• Case ~µ̃x .c�e . �is case is similar to the case ~µα .c�t .

7. Commands
• Case ~〈t ||e〉�c . In the λ[lvτ?]-calculus, we have:

Γ `t t : A Γ `e e : A⊥⊥
Γ `c 〈t ||e〉

We thus get by induction two proofs ` ~e�e : ~Γ�σΓ .e ι (A) and ` ~t�t : ~Γ�σΓ .t ι (A) We can derive:

` ~e�e : ~Γ�σΓ .e ι (A) ΠY

Y <: ~Γ�σΓ ` ~e�e : Y → Y .t ι (A) → ⊥
(∀E )

τ : Y ` τ : Y (Ax)

Y <: ~Γ�σΓ ,τ : Y ` ~e�e τ : Y .t ι (A) → ⊥
(@)

` ~t�t : ~Γ�σΓ .t ι (A) ΠY

Y <: ~Γ�σΓ ` ~t�t : Y .t ι (A)
(∀E )

Y <: ~Γ�σΓ ,τ : Y ` ~e�e τ ~t�t : ⊥
(@)

` λτ .~e�t τ ~t�t : ∀Y <: ~Γ�σΓ .Y → ⊥
(λ)

where ΠY is simply the axiom rule:

Y <: ~Γ�σΓ ` Y <: ~Γ�σΓ
(<:ax)

8. Closures
• Case ~〈t ||e〉τ �σl . In the λ[lvτ?]-calculus, we have:

Γ,Γ′ `c c Γ `τ τ : Γ′
Γ `l cτ

We thus get by induction two proofs ` τ ′ : ~Γ�σ ′Γ .τ ~Γ
′�σ

′

Γ and ` ~c�σ
′

c : ~Γ,Γ′�σ ′Γ .c ⊥ where
τ ′,σ ′ = ~τ �στ . We can derive:

` ~c�σ
′

c : ~Γ,Γ′�σ ′Γ .c ⊥
Y <: ~Γ�σ ′Γ ` Y <: ~Γ�σ ′Γ

(<:ax )

Y <: ~Γ�σ ′Γ ` Y ,~Γ
′�σ

′

Γ <: ~Γ,Γ′�σ ′Γ
(<:1 )

Y <: ~Γ�σ ′Γ ` ~c�
σ ′
c : Y ,~Γ′�σ ′Γ → ⊥

(∀E )
Πτ

Y <: ~Γ�σ ′Γ ,τ0 : Y ` ~c�σ ′c τ0τ
′ : ⊥

(@)

` λτ0.~c�
σ ′
c τ0τ

′ : ∀Y <: ~Γ�σ ′Γ .Y → ⊥
(λ)

where Πτ is the following subderivation:

τ0 : Y ` τ0 : Y (Ax)
` τ ′ : ~Γ�σ ′Γ .τ ~Γ

′�σ
′

Γ Y <: ~Γ�σ ′Γ ` Y <: ~Γ�σ ′Γ
(<:ax )

Y <: ~Γ�σ ′Γ ` τ
′ : Y .τ ~Γ′�σ

′

Γ

(τ <: )

Y <: ~Γ�σ ′Γ ,τ0 : Y ` τ0τ
′ : Y ,~Γ′�σ ′Γ

(τ τ ′)

9. Stores
• Case τ [x := t]. We only consider the case τ [x := t], the proof for the case τ [α := E] is identical.
�is corresponds to the typing rule:

Γ `τ τ : Γ′ Γ,Γ′ `t t : A
Γ `τ τ [x := t] : Γ′,x : A
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By induction, we obtain two proofs of ` τ ′ : ~Γ�σ ′Γ .τ ~Γ
′�σ

′

Γ and ` ~t�σ ′t : ~Γ,Γ′�σ ′Γ .t ι (A) where
τ ′,σ ′ = ~τ �στ We can thus derive:

` τ ′ : ~Γ�σ ′Γ .τ ~Γ
′�σ

′

Γ

` ~t�σ
′

t : ~Γ,Γ′�σ ′Γ .t n : ι (A)
` [n := ~t�σ ′t ] : ~Γ,Γ′�σ ′Γ .τ n : ι (A)

(τt )

` τ ′[n := ~t�σ ′t ] : ~Γ�σ ′Γ .τ ~Γ
′�σ

′

Γ ,n : ι (A)
(τ τ ′)

�

Combining the preservation of reduction through the CPS and a proof of normalization of our target
language (that one could obtain for instance using realizability techniques again), the former theorem
would provide us with an alternative proof of normalization of the λlv - and λ[lvτ?]-calculi.

6.4 Introducing De Bruijn levels

One standard way to handle issues related to α-conversion is to use De Bruijn indices [39]. In a nutshell,
the De Bruijn notation is a nameless representation for λ-terms which replaces a bounded variable x
by the number of λ that are crossed between the variable and its binder. For instance, the term λx .x
is wri�en λ.0, λxy.x is wri�en λ.λ.1 and λx .x (λy.xy) is wri�en λ.0(λ.1 0). On the contrary, De Bruijn
levels a�ributes a �xed number to λ binders (according to their “levels”, that is how many former binders
are crossed to reach them) and number variables in function of their binder’s number. For instance, in
the term λx .x (λy.xy), the �rst binder λx is at top-level (level 0), while λy is at level 1. Using De Bruijn
levels, this term is thus wri�en λ.1(λ.0 1). �ese well-known techniques are very useful when it comes
to implementation to prevent problem of α-conversion.

As we shall now see, the problemα-conversion needs to be handled carefully for the λ[lvτ?]-calculus
and its continuation-passing-style translation, leading otherwise to non-terminating computations.
�is is why we needed to add explicit renaming to the translation of the previous section, since this
problem was not tackled in the original translation. Another way of solving this di�culty consists in an
adaptation of De Bruijn levels. Interestingly, it turns out that through the CPS, De Bruijn levels unveil
some computational content related with store extensions.

6.4.1 �e need for α-conversion

As for the proof of normalization, we observe in Figure 6.7 that the translation relies on names which
implicitly suggests ability to perform α-conversion at run-time. Let us take a closer look at an example
to be�er understand this phenomenon.

Example 6.34 (Lack of α-conversion). Let us consider a typed closure 〈t ||e〉τ such that:

πt
Γ `t t : A

πe
Γ `e e : A⊥⊥

Γ `c 〈t ||e〉
πτ

`τ τ : Γ
`l 〈t ||e〉τ

Assume that both t and e introduce a new variable x in their sub-derivations πt and πe , which will
be the case for instance if t = µα .〈u ||µ̃x .〈x ||α〉〉 and e = µ̃x .〈x ||F 〉. �is is compatible with previous
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typing derivation, however, this command would reduce (without α-conversion) as follows:

〈µα .〈u ||µ̃x .〈x ||α〉〉||µ̃x .〈x ||F 〉〉 → 〈x ||F 〉[x := µα .〈u ||µ̃x .〈x ||α〉〉]
→ 〈µα .〈u ||µ̃x .〈x ||α〉〉||µ̃[x].〈x ||F 〉〉
→ 〈u ||µ̃x .〈x ||α〉〉[α := µ̃[x].〈x ||F 〉]
→ 〈x ||α〉[α := µ̃[x].〈x ||F 〉,x := u]
→ 〈x ||µ̃[x].〈x ||F 〉〉[α := µ̃[x].〈x ||F 〉,x := u]
→ 〈x ||F 〉[α := µ̃[x].〈x ||F 〉,x := u,x := x]
→ 〈x ||µ̃[x].〈x ||F 〉〉[α := µ̃[x].〈x ||F 〉,x := u]
→ . . .

�is command will then loop forever because of the auto-reference [x := x] in the store. y

�is problem is reproduced through a naive CPS translation without renaming (as it was originally
de�ned in [4]). In fact, the translation is somewhat even more problematic. Since “di�erent” variables
named x (that is variables which are bound by di�erent binders) are translated independently (e.g.
~〈t ||e〉� is de�ned from ~e� and ~t�), there is no hope to perform α-conversion on the �y during the
translation. Moreover, our translation (as well as the original CPS in [4]) is de�ned modulo administra-
tive translation (observe for instance that the translation of ~λx .v�σv τ V makes the λx binder vanish).
�us, the problem becomes unsolvable a�er the translation, as illustrated in the following example.

Example 6.35 (Lack of α-conversion in the CPS). �e naive translation (i.e. without renaming) of the
same closure is again a program that will loop forever:

~cε� = ~e�e ε ~t�t = ~µ̃x .〈x ||F 〉�e ε ~t�t

= ~〈x ||F 〉�c [x := ~t�t ]
= ~x�x [x := ~t�t ] ~F �F
= ~µα .〈u ||µ̃x .〈x ||α〉〉�t ε (λτλV .V τ [x :=↑t V ] ~F �F )
= ~〈u ||µ̃x .〈x ||α〉〉�t [α := λτλV .V τ [x :=↑t V ] ~F �F ]
= ~µ̃x .〈x ||α〉�e [α := λτλV .V τ [x :=↑t V ] ~F �F ] ~u�t
= ~〈x ||α〉�c [α := λτλV .V τ [x :=↑t V ] ~F �F ,x := ~u�t ]
= ~α�E [α := λτλV .V τ [x :=↑t V ] ~F �F ,x := ~u�t ] ~x�V
= (λτλV .V τ [x :=↑t V ]) [α := λτλV .V τ [x :=↑t V ] ~F �F ,x := ~u�t ] ~x�V
→ ~x�V [α := λτλV .V τ [x :=↑t V ] ~F �F ,x := ~u�t ,x := ~x�t ]

Observe that as the translation is de�ned modulo administrative reduction, the �rst equations indeed
are equalities, and that when the reduction is performed, the two “di�erent” x are not bound any-
more. �us, there is no way to achieve any kind of α-conversion to prevent the formation of the cyclic
reference [x := ~x�V ]. y

�is is why we would need either to be able to performα-conversion while executing the translation
of a command, assuming that we can �nd a smooth way to do it, or to explicitly handle the renaming
as we did in Section 8.3. As highlighted by the next example, this problem does not occur with the
translation we de�ned, since two di�erent fresh names are a�ributed to the ”di�erent” variables x .

Example 6.36 (Explicit renaming). To compact the notations, we will write [xm |αγ |...] for the renaming
substitution [x := m,α := γ , ...], where we adopt the convention that the most recent binding is on
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wri�en on the right. As a binding [x := n] overwrites any former binding [x := m], we write [αγ |xn ]
instead of [xm |αγ |xn ].

~cε�ε = ~e�εe ε ~t�
ε
t = ~µ̃x .〈x ||F 〉�

ε
e ε ~t�

ε
t

= ~〈x ||F 〉�
[ xm ]
c [m := ~t�t ]

= ~x�
[ xm ]
t [m := ~t�εt ] ~F �[ xm ]

F

= ~µα .〈u ||µ̃x .〈x ||α〉〉�
[ xm ]
t ε (λτλV .V τ [m :=↑t V ] ~F �[ xm ]

F )

= ~〈u ||µ̃x .〈x ||α〉〉�
[ xm |αγ ]
t [γ := λτλV .V τ [m :=↑t V ] ~F �[ xm ]

F ]

= ~µ̃x .〈x ||α〉�
[ xm |αγ ]
e [γ := λτλV .V τ [m :=↑t V ] ~F �[ xm ]

F ] ~u�[ xm |αγ ]
t

= ~〈x ||α〉�
[x :=m,α :=γ ,x :=n]
c [γ := λτλV .V τ [m :=↑t V ] ~F �[ xm ]

F ,n := ~u�[ xm |αγ ]
t ]

= ~α�
[ xm |αγ |xn ]
E [γ := λτλV .V τ [m :=↑t V ] ~F �[ xm ]

F ,n := ~u�[ xm |αγ ]
t ]~x�[ xm |αγ |xn ]

V

= (λτλV .V τ [m :=↑t V ]) [γ := λτλV .V τ [m :=↑t V ] ~F �[ xm ]
F ,n := ~u�[ xm |αγ ]

t ] ~x�[αγ |xn ]
V

→ ~x�
[αγ |xn ]
V [γ := λτλV .V τ [m :=↑t V ] ~F �[ xm ]

F ,n := ~u�[ xm |αγ ]
t ,m := ~x�[αγ |xn ]

t ]

= ~x�
[αγ |xn ]
V [γ := λτλV .V τ [m :=↑t V ] ~F �[ xm ]

F ,n := ~u�[ xm |αγ ]
t ,m := ~x�[αγ |xn ]

t ]

We observe that in the end, the variablem is bound to the variable n, which is now correct. y

Another way of ensuring the correctness of our translation is to correct the problem already in the
λ[lvτ?], using what we call De Bruijn levels. As we observed in the �rst example of this section, the
issue arises when adding a binding [x := ...] in a store that already contained a variable x . We thus
need to ensure the uniqueness of names within the store. An easy way to do this consists in changing
the names of variable bounded in the store by the position at which they occur in the store, which
is obviously unique. Just as De Bruijn indices are pointers to the correct binder, De Bruijn levels are
pointers to the correct cell of the environment. Before presenting formally the corresponding system
and the adapted translation, let us take a look at the same example that we reduce using this idea. We
use a mixed notation for names, writing x when a variable is bounded by a λ or a µ̃, and xi (where i is
the relevant information) when it refers to a position in the store.

Example 6.37 (Reduction with De-Bruijn levels). �e same reduction is now safe if we replace stored
variables by their De Bruijn level:

〈µα .〈u ||µ̃x .〈x ||α〉〉||µ̃x .〈x ||F 〉〉 → 〈x0 ||F 〉[0µα .〈u ||µ̃x .〈x ||α〉〉]
→ 〈µα .〈u ||µ̃x .〈x ||α〉〉||µ̃[x].〈x ||F 〉〉
→ 〈u ||µ̃x .〈x ||α0〉〉[0µ̃[x].〈x ||F 〉]
→ 〈x1 ||α0〉[0µ̃[x].〈x ||F 〉, 1u]
→ 〈x1 ||µ̃[x].〈x ||F 〉〉[µ̃[x].〈x ||F 〉, 1u]
→ 〈x2 ||F 〉[0µ̃[x].〈x ||F 〉, 1u, 2x1]
→ 〈x1 ||µ̃[x].〈x ||F 〉〉[0µ̃[x].〈x ||F 〉, 1u]
→ 〈u ||F 〉[0µ̃[x].〈x ||F 〉, 1u, 2u]

where xi is a convenient notation to design the variable named with De Bruijn level i (i.e. pointers to
the ith cell). �e exponents 0, 1, ... to number the cells are only there to ease the readability. y
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6.4.2 �e λ[lvτ?]-calculus with De Bruijn levels

We now use De Bruijn levels for variables (and co-variables) that are bounded in the store. We use the
mixed notation13 xi where the relevant information is x when the variable is bounded within a proof
(that is by a λ or µ̃ binder), and where the relevant information is the number i once the variable has
been bounded in the store (at position i). For binders of evaluation contexts, we similarly use De Bruijn
levels, but with variables of the form αi , where, again, α is a �xed name indicating that the variable is
binding evaluation contexts, and the relevant information is the index i .

�e corresponding syntax is now given by:

Strong values v ::= k | λxi .t
Weak values V ::= v | xi
Terms t ,u ::= V | µαi .c

Forcing contexts F ::= κ | t · E
Catchable contexts E ::= F | αi | µ̃[xi ].〈xi ||F 〉τ
Evaluation contexts e ::= E | µ̃xi .c

Closures l ::= cτ
Commands c ::= 〈t ||e〉
Stores τ ::= ε | τ [xi := t] | τ [αi := E]

�e presence of names in the stores is absolutely useless14 and only there for readability. As the store can
be dynamically extended during the execution, the location of a term in the store and the corresponding
pointer are likely to evolve (monotonically). �erefore, we need to be able to update De Bruijn levels
within terms (contexts, etc…). To this end, we de�ne the li�ed term ↑+in t as the term t where all the free
variables x j with j > n (resp. α j ) have been replaced by x j+i . Formally, they are de�ned as follows:

↑+in (cτ ) , (↑+in c ) (↑+in τ )

↑+in (〈t ||e〉) , 〈↑+in t ||↑+in e〉

↑+in ε , ε

↑+in (τ [x j := t]) , ↑+in (τ ) ([↑+in x j :=↑+in t]
↑+in (τ [α j := E]) , ↑+in (τ [↑+in α j :=↑+in E]

↑+in (k ) , k

↑+in (λx j .t ) , λ(↑+in x j ).(↑
+i
n t )

↑+in (x j ) , x j (if j < n)

↑+in (x j ) , x j+i (if j ≥ n)

↑+in (µα j .c ) , µ (↑+in αi ).(↑
+i
n c )

↑+in (κ ) , κ

↑+in (t · E) , (↑+in t ) · (↑+in E)

↑+in (α j ) , α j (if j < n)

↑+in (α j ) , α j+i (if j ≥ n)

↑+in (µ̃[x j ].〈x j ||F 〉τ ) , µ̃[↑+in xi ].(↑+in 〈xi ||F 〉τ )
↑+in (µ̃x j .c ) , µ̃ (↑+in xi ).(↑

+i
n c )

�e corresponding reduction rules are given in Figure 6.8. Note that we choose to perform indices
substitutions as soon as they come (maintaining the property that xn is a variable referring to the
(n+ 1)th element of the store), while it would also have been possible to store and compose them along

13Observe that we could also use usual De Bruijn indices for bounded variables within the terms
14In fact, it could even leads to inconsistencies if cell j was of the shape [xi := ...]. �e reduction rules will ensure that this

never happens but if it was the case, the only relevant information would be the number of the cell (j).
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〈t ||µ̃xi .c〉τ → c[xn/xi ]τ [xn := t] with |τ | = n
〈µαi .c ||E〉τ → c[αn/αi ]τ [αn := E] with |τ | = n
〈V ||αn〉τ → 〈V ||τ (n)〉τ

〈xn ||F 〉τ [xn := t]τ ′ → 〈t ||µ̃[xn].〈xn ||F 〉τ ′〉τ
〈V ||µ̃[xi ].〈xi ||F 〉τ ′〉τ → 〈V ||↑+in F 〉τ [xn := V ](↑+in τ ′) with |τ | = n
〈λxi .t ||u · E〉τ → 〈u ||µ̃xn .〈t[xn/xi ]||E〉〉τ with |τ | = n

Figure 6.8: Reduction rules of the λ[lvτ?]-calculus with De Bruijn indices

the execution (so that xn is a variable referring to the (σ (n) + 1)th element of the store where σ is the
current substitution). �is could have seemed more natural for the reader familiar with compilation
procedures that do not modify at run time but rather maintain the location of variables through this
kind of substitution.

�e typing rules are unchanged except for the one where indices should now match the length of
the typing context. �e resulting type system is given in Figure 6.9.

6.4.3 System Fϒ with De Bruijn levels

�e translation for judgments and types, given in Figure 6.11, is almost the same than in the previous
section, except that we avoid using names and rather use De Bruijn levels.

As for the target language, it is again an adaptation of System F with stores (lists), in which store
subtyping is now witnessed by explicit coercions.

De�nition 6.38 (Coercion). We de�ned coercions to witness store subtyping ϒ′ <: ϒ as �nite mono-
tonic functions σ such that dom(σ ) = ~0, |ϒ| − 1�, codom(σ ) ⊆ ~0, |ϒ′ | − 1� and such that for all i < |ϒ|,
ϒi = ϒ′σ (i ) . y

In other words, σ indicates where to �nd each type of the list ϒ in the list ϒ′. We denote by σ |n the
restriction of σ to [0,n− 1] and idn the identity on [0,n− 1]. We also de�ne σ+p the canonical extension
of a function σ whose domain is ~0,n − 1� for some n and whose co-domain is included in ~0,p − 1�
for some p by:

σ+p :



[0,n] → [0,p]
i < n 7→ σ (i )
n 7→ p

Lemma 6.39. If σ witnesses ϒ′ <: ϒ for some ϒ,ϒ′, then σ+
|ϒ′ | witnesses ϒ′,A<: ϒ,A for any type A.

As we now got rid of names, we will now split stores with respect to an index. So that if we
consider for instance a store of type ϒ′ <: (ϒ0,A,ϒ1), the knowledge of the position where to �nd the
expected element of type A becomes crucial. In practice, it will be guided by the coercion witnessing
ϒ′ <: (ϒ0,A,ϒ1). But to ensure the correctness of our typing rules, we now need to consider second-order
variables (which are in fact vectors of second-order variables) with their arities. �at is to say that we
should denote by Yp the vector of variables Y0, . . . ,Yp−1 and that ∀Y <: ϒ.A is equivalent

∀p0∀Y
p0 . . .∀pn∀Y

pn .(Yp0ϒ(0)Yp1ϒ(1) . . .Ypn ) <: ϒ → A

where we have in fact p0 = σ (0), p1 = σ (1) − p0 − 1, etc… In particular, a careful manipulation of
variables with their arities allows us to prove the following lemma:

Lemma 6.40. �e typing rules given for coercions in Figure 6.10 are equivalent to De�nition 6.38, i.e. for
all ϒ,ϒ′, for all i < |ϒ |, ϒi = ϒ′σ (i ) .
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(k : A) ∈ S
Γ `v k : A

Γ,xn : A `t t : B |Γ | = n

Γ `v λxn .t : A→ B
Γ(n) = (xn : A)
Γ `V xn : A

Γ `v v : A
Γ `V v : A

(κ : A) ∈ S
Γ `F κ : A⊥⊥

Γ `t t : A Γ `E E : B⊥⊥
Γ `F t · E : (A→ B)⊥⊥

Γ,αn : A⊥⊥ `c c |Γ | = n
Γ `t µαn .c : A

Γ `F F : A⊥⊥
Γ `E F : A⊥⊥

Γ `V V : A
Γ `t V : A

Γ,αn : A⊥⊥ `c c |Γ | = n
Γ `t µαn .c : A

Γ `E E : A⊥⊥
Γ `e E : A⊥⊥

Γ,xn : A `c c |Γ | = n

Γ `e µ̃xn .c : A⊥⊥

Γ,xi : A,Γ′ `F F : A⊥⊥ Γ,xi : A `τ τ : Γ′ |Γ | = i
Γ `E µ̃[xi ].〈xi ||F 〉τ : A⊥⊥ Γ `τ ε : ε

Γ `τ τ : Γ′ Γ,Γ′ `t t : A |Γ,Γ′ | = n

Γ `τ τ [xn := t] : Γ′,xn : A
Γ `τ τ : Γ′ Γ,Γ′ `E E : A⊥⊥ |Γ,Γ′ | = n

Γ `τ τ [αn := E] : Γ′,αn : A⊥⊥

Γ `t t : A Γ `e e : A⊥⊥
Γ `c 〈t ||e〉

Γ,Γ′ `c c Γ `τ τ : Γ′
Γ `l cτ

Figure 6.9: Typing rules for the λ[lvτ?]-calculus with De Bruijn

(x : A) ∈ Γ
Γ; Σ ` x : A (Ax)

Γ,x : A; Σ ` t : B |Γ | = n

Γ; Σ ` λx .t : A→ B
(λ)

Γ; Σ ` t : A→ B Γ ` u : A
Γ; Σ ` t u : B (@)

Γ; Σ,σ : X <: ϒ ` t : A X < FV (Γ,Σ)

Γ; Σ ` λσ .t : ∀X <: ϒ.A
(∀I )

Γ; Σ ` t : ∀X <: ϒ.A Σ ` σ : ϒ′ <: ϒ
Γ; Σ ` t σ : A{X := ϒ′}

(∀E )

(c : A) ∈ S
Γ; Σ ` k : A

(c )
Γ,xτ0 : ϒ0,x : A,xτ1 : ϒ1; Σ ` t : A Γ ` τ : ϒ0,B,ϒ1 |ϒ0 | = n

Γ; Σ ` letxτ0 ,x ,xτ1 = split as (τ ) in n in t : A
(split)

Γ; Σ ` ε : ε .τ ε
(ε )

Γ; Σ ` t : ϒ .t A
Γ; Σ ` [t] : ϒ .τ A

(τt )
Γ; Σ ` t : ϒ .E A

Γ; Σ ` [t] : ϒ .τ A⊥⊥
(τE )

Γ ` τ : ϒ0 .τ ϒ Γ ` τ ′ : (ϒ0,ϒ) .τ ϒ
′

Γ ` ττ ′ : ϒ0 .τ ϒ,ϒ
′

(τ τ ′)
Σ ` σ : ϒ′ <: ε

(<:ε )

(σ : ϒ′ <: ϒ) ∈ Σ
Σ ` σ : ϒ′ <: ϒ

(<:ax)
Σ ` σ : ϒ′ <: ϒ σ ( |ϒ |) = |ϒ′ |

Σ ` σ : (ϒ′,A) <: (ϒ,A)
(<:1)

Σ ` σ : ϒ′ <: ϒ
Σ ` σ : (ϒ′,A) <: ϒ

(<:2)

Figure 6.10: Typing rules of System Fϒ with De Bruijn levels
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~Γ `e e : A⊥⊥� , ` ~e�e : ~Γ�Γ .e ι (A)
~Γ `t t : A� , ` ~t�t : ~Γ�Γ .t ι (A)
~Γ `E E : A⊥⊥� , ` ~E�E : ~Γ�Γ .E ι (A)
~Γ `V V : A� , ` ~V �V : ~Γ�Γ .V ι (A)

~Γ `F F : A⊥⊥� , ` ~F �F : ~Γ�Γ .F ι (A)

~Γ `v v : A� , ` ~v�v : ~Γ�Γ .v ι (A)
~Γ `c c� , ` ~c�c : ~Γ�Γ .c ⊥
~Γ `l l� , ` ~l� |Γ |l : ~Γ�Γ .c ⊥
~Γ `τ τ : Γ′� , ` ~τ �τ : ~Γ�Γ .τ ~Γ′�Γ

~ε�Γ , ε ~Γ,xi : A�Γ , ~Γ�Γ,ι (A) ~Γ,αi : A⊥⊥�Γ , ~Γ�Γ,ι (A)
⊥⊥

ϒ .c A , ∀Y <: ϒ.Y → ⊥
ϒ .e A , ∀Y <: ϒ.Y → (Y .t A) → ⊥

ϒ .t A , ∀Y <: ϒ.Y → (Y .E A) → ⊥

ϒ .E A , ∀Y <: ϒ.Y → (Y .V A) → ⊥

ϒ .V A , ∀Y <: ϒ.Y → (Y .F A) → ⊥

ϒ .F A , ∀Y <: ϒ.Y → (Y .v A) → ⊥

ϒ .v A→ B , ∀Y <: ϒ.Y → (Y .t A) → (Y .E B) → ⊥

ϒ .v X , X

Figure 6.11: Translation of judgments and types

Even though arities are crucial to ensure the correctness of the de�nition in Figure 6.10 (in particular
to de�ne the relation σ : ϒ′ <: ϒ by means of inference rules), to ease the notation we will omit the arity
most of the time. We will use the notation ∀Yn <: ϒ.A only when necessary.

�e syntax of terms and types is given by:

t ,u ::= x | λx .t | t u | τ | λσ .t | t σ
| letτ ,x ,τ ′ = split τ ′′n in t

τ ,τ ′ ::= ε | τ [t]

A,B ::= X | ⊥ | ϒ .τ ϒ
′ | A→ B | ∀Y <: ϒ.A

ϒ,ϒ′ ::= ε | ϒ,A | ϒ,A⊥⊥ | Y

Once again, we will use ϒ as a shorthand for typing stores of type ε .τ A. �e typing rules are given
in Figure 6.10 where the typing contexts are divided in two parts, Γ containing typing hypotheses and
Σ the subtyping hypotheses, that are de�ned by:

Γ,Γ′ ::= ε | Γ,x : A Σ,Σ′ ::= ε | Σ,σ : (ϒ′ <: ϒ)

Now that we gave a computational content to the subtyping relation, some properties that were
de�ned axiomatically in Section 8.3 are now deducible from the characteristics of the coercions σ .

Proposition 6.41. �e subtyping relation <: is an order relation on store types.

1. For any ϒ, Σ ` id |ϒ | : ϒ <: ϒ
2. If Σ ` σ : ϒ <: ϒ′ and Σ ` σ ′ : ϒ′ <: ϒ′′, then Σ ` σ ′ ◦ σ : ϒ <: ϒ′′.
3. If Σ ` σ : ϒ <: ϒ′ and Σ ` σ ′ : ϒ′ <: ϒ, then σ ′ ◦ σ = σ ′ ◦ σ = id |ϒ | and ϒ = ϒ′.

Proof. Straightforward from the de�nition of σ : ϒ′ <: ϒ:

1. Obvious.
2. For all i < |ϒ|, we have ϒ′′σ ′(σ (i ) = ϒ′σ (i )) = ϒi .
3. Using the second item, we deduce that σ ′ ◦ σ witnesses ϒ <: ϒ. Both σ and σ ′ being monotonic

functions, we deduce that σ ′ = σ = id |ϒ | and that for all i < |ϒ |, ϒi = ϒ′i . �
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Proposition 6.42. For any functionσ and any types ϒ,ϒ′, if ` σ : ϒ′ <: ϒ and ϒ is of the form ϒ = ϒ0,A,ϒ1,
then ϒ′ is of the form ϒ′ = ϒ′0,A,ϒ

′
1 such that |ϒ′0 | = σ ( |ϒ0 |) and |ϒ′1 | = σ ( |ϒ|) − |ϒ

′
0 | − 1.

Proof. Straightforward from the de�nitions. �

�e former propositions shows that the following subtyping rules (where we use a compact version
of the second-order variable) are admissible:

Σ ` σ : ϒ <: ϒ′ Σ ` σ ′ : ϒ′ <: ϒ′′
Σ ` σ ′ ◦ σ : ϒ <: ϒ′′

(<:3)
Γ′; Σ′ ` t : B Σ ` σ : Y <: ϒ0,A,ϒ1

Γ; Σ ` t : B (<:split)

where Γ′ = Γ[(Y σ (n)0 ,A,Y1)/Y ], Σ′ = Σ[(Y σ (n)0 ,A,Y1)/X ], and Y σ (n)0 ,Y1 are fresh variables. Observe that
the second one is a tautology that we only used to avoid the heavy syntactical manipulation of vectors
of variables within proof trees.

Lemma 6.43 (Weakening). �e following rules are admissible:

Γ; Σ ` t : A Σ ⊆ Σ′

Γ; Σ′ ` t : A
(Γw )

Γ; Σ ` t : A Γ ⊆ Γ′

Γ′; Σ ` t : A
(Σw )

Proof. Easy induction on typing derivations. In the case of second-order quanti�cation, we might need
to rename the second-order variable X if it occurs in Σ′ (resp.Γ′) and not in Σ (resp. Γ). �

6.4.4 A typed CPS translation with De Bruijn levels

We shall now present the translation of terms and prove its correctness with respect to types. �e
translation, which is given in Figure 6.12, is similar to the translation with names in Section 8.3 plus
the manipulation of coercions. Once again, we assume that for each constant k of type A (resp. co-
constant κ of type A⊥⊥) of the source system, we have a constant of type A in the signature of the target
language that we also denote by k (resp. κ of type A→ ⊥). We will now prove a bunch of lemmas that
will be useful in the proof of the main theorem.

First, we show that the type of the store expected through the translation can be weakened. �is is
a sanity-check re�ecting the usual weakening in the source language.

Lemma 6.44. �e following rule is admissible for any level o of the hierarchy e,t ,E,V ,F ,v :

Γ; Σ ` t : ϒ .o A
Γ; Σ ` t : ϒ,B .o A

Proof. Directly follows from the observation that we can always derive:

Σ ` σ : ϒ′ <: ϒ,B
Σ ` σ : ϒ′ <: ϒ

�

�en we show that the bounded quanti�cation can be composed with subtyping relation witnessed
by a coercion, by means of a li�ing on the term accordingly with the coercion.

Lemma 6.45. �e following rules is admissible:

Γ; Σ ` t : ∀Y <: ϒ0.A Σ ` σ : ϒ1 <: ϒ0
Γ; Σ ` (↑σt ) : ∀Y <: ϒ1.A
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(↑σt ) σ ′ , t (σ ′ ◦ σ )

(↑στ [t]) , (↑στ )[↑σt]

~k�v , k

~λxi .t�v σ τ u E , ~t�t σ
+
|τ | τ [u] E

~κ�F , κ

~t · E�F σ τ v , v id |τ | τ (↑σ~t�t ) (↑
σ~E�E )

~v�V σ τ F , F id |τ | τ (↑σ~v�v )

~xi �V σ τ [t]τ ′ F , t id |τ | τ (λσ ′τ ′′λV .V τ ′′[↑t V ](↑σ
′′

τ ′) (↑σ
′′

F ))
where n = |τ | = σ (i ), k = |τ ′′ | − n, p = n + |τ ′ |, σ ′′ = σ ′ ◦ δ +k[n,p]
and ↑t V = λστE.E id |τ | τ (↑

σV )

~αi �E σ τ V , letτ ′,x ,τ ′′ = split as (σ ) in (i ) τ inx id |τ | τ V

~µ̃[xi ].〈xi ||F 〉τ ′�E σ τ V , V id |τ | τ [↑t V ](↑σ
′

~τ ′�τ ) (↑
σ ′~F �F )

where n = |τ |, k = n − i, p = n + |τ ′ |, σ ′ = σ ◦ δ +k[i,p]

~V �t σ τ E , E id |τ | τ (↑σ~V �V )

~µαi .c�t σ τ E , ~c�c σ
+
|τ | τ [E]

~E�e σ τ t , t id |τ | τ (↑σ~E�E )

~µ̃xi .c�e σ τ t , ~c�c σ
+
|τ | τ [t]

~〈t ||e〉�c σ τ , ~e�e σ τ (↑σ~t�t )

~cτ �nl σ τ
′ , ~c�c σ

′ τ ′(↑σ
′

~τ �τ )

where k = |τ ′ | − n, p = n + |τ |, σ ′ = σ ◦ δ +k[n,p]

~ε�τ , ε

~τ0[xi := t]�τ , ~τ0�τ [~t�t ]
~τ0[αi := E]�τ , ~τ0�τ [~E�E]

δ +i[n,p] ,



j 7→ j + i if n ≤ j < p

j 7→ j if j < n

Figure 6.12: Translation of terms
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Proof. We assume that the variable X is not FV (Γ,Σ), otherwise it su�ces to rename it. Unfolding the
de�nition of ↑σt , we can derive:

Γ; Σ ` t : ∀X <: ϒ0.A

Γ; Σ,σ ′ : X <: ϒ1 ` t : ∀X <: ϒ0.A
Σ ` σ : ϒ′ <: ϒ1 Σ,σ ′ : X <: ϒ1 ` σ

′ : X <: ϒ1
Σ,σ ′ : X <: ϒ1 ` σ

′ ◦ σ : X <: ϒ0
Γ; Σ,σ ′ : X <: ϒ1 ` t (σ

′ ◦ σ ) : A X < FV (Γ,Σ)

Γ; Σ ` λσ ′.t (σ ′ ◦ σ ) : ∀X <: ϒ1.A

where we use Lemma 6.43 to weaken Σ,σ : X <: ϒ1. �

We deduce from the former lemma the following corollary that will be crucial when typing the
translation of terms.

Corollary 6.46. For any level o of the hierarchy e,t ,E,V ,F ,v , the following rule are admissible:

Γ; Σ ` t : ϒ0 .o A Σ ` σ : ϒ1 <: ϒ0
Γ; Σ ` (↑σt ) : ϒ1 .o A

Γ; Σ ` τ : ϒ0 .τ ϒ Σ ` σ : ϒ1ϒ <: ϒ0ϒ

Γ; Σ ` (↑στ ) : ϒ1 .τ ϒ

�e following lemma shows that the operation of li�ing values to terms is sound with respect to
the translation of types.

Lemma 6.47 (Li�ing values). �e following rule is admissible:

Γ; Σ ` V : ϒ .V A

Γ; Σ `↑t V : ϒ .t A
(↑)

Proof.

ΠE

Γ; Σ ` V : ϒ .V A σ : Y <: ϒ ` σ : Y <: ϒ (<:ax)

Γ; Σ,σ : Y <: ϒ `↑σV : Y .V A

Γ,τ : Y ,E : ϒ .E A; Σ;σ : Y <: ϒ ` E id |τ | τ (↑σV ) : ⊥
(@)

Γ; Σ ` λστE.E id |τ | τ (↑σV ) : ϒ .t A
(λ)

where we used Corollary 6.46 and ΠE is the following derivation:

E : ϒ .E A; ` E : Y .E A→ ⊥
(Ax)

` id |τ | : Y <:Y (<:ax)

E : ϒ .E A; ` E id |τ | : Y → Y .V A→ ⊥
(∀E )

τ : Y ; ` τ : Y (Ax)

τ : Y ,E : ϒ .E A; ` E id |τ | τ : Y .V A→ ⊥
(@)

�

We now prove the soundness of the rules for forming stores through the translation.

Lemma 6.48 (Store formation). �e following rules are admissible:

Γ; Σ ` τ : ϒ Γ; Σ ` t : ϒ .t A
Γ; Σ ` τ [t] : ϒ,A

Σ ` σ : ϒ <: ~Γ0�

Σ ` σ+
|ϒ | : (ϒ,A) <: ~Γ0,A�

�e same holds for Γ ` E : ϒ .E ι (A) and Γ ` τ [E] : ϒ,A⊥⊥.

Proof. �e le� rule is a straightforward application of (τ τ ′)- and (τt )-rules:

Γ; Σ ` τ [t] : Y ,A
Γ; Σ ` t : Y .t ι (A)

Γ; Σ ` [t] : Y .τ ι (A)⊥⊥
(τt )

Γ; Σ ` τ [t] : Y ,A
(τ τ ′)

�e right one is a reformulation of Lemma 6.39. �
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Similarly, we can prove that the shi�s accordingly to a coercion are sound with respect to types:

Lemma 6.49 (Shi�s). For any ϒ0,ϒ
′
0,ϒ1, if σ : ϒ′0 <: ϒ0 and n = |ϒ0 |,p = n + |ϒ1 |, k = [ϒ′0 | − |ϒ0 |, if we

de�ne σ ′ = σ ◦ δ +k[n,p] then σ ′ : (ϒ′0ϒ1) <: (ϒ0ϒ1).
In particular, the following rules are admissible for any level o:

Γ; Σ ` t : ϒ0ϒ1 .o A Σ ` σ : ϒ′0 <: ϒ0

Γ; Σ ` (↑σ
′

t ) : ϒ′0ϒ1 .o A

Γ; Σ ` τ : ϒ0 .τ ϒ1 Σ ` σ : ϒ′0 <: ϒ0

Γ; Σ ` (↑σ
′

τ ) : ϒ′0 .τ ϒ1

Proof. We denote by ϒ(i ) the ith-element of the list ϒ. By de�nition, we have:

σ ′(i ) =



i + k if n ≤ i < p

σ ′(i ) if j < n

We have:

(ϒ′0ϒ1) (σ
′(i )) = ϒ′0 (σ

′(i )) = ϒ′0 (σ (i )) = ϒ0 (i )
(ϒ′0ϒ1) (σ

′(i )) = (ϒ′0ϒ1) (i + k ) = ϒ1 (i + k − |ϒ
′
0 |) = ϒ1 (i − |ϒ0 |) = (ϒ0ϒ1) (i )

(if i < n)
(otherwise)

�us we can conlude σ ′ : (ϒ′0ϒ1) <: (ϒ0ϒ1). �

We are �nally equipped to prove the main theorem of this section, that is the correctness of the
translation with respect to types.

�eorem 6.50. �e translation is well-typed, i.e.
1. if Γ `v v : A then ~Γ `v v : A�
2. if Γ `F F : A⊥⊥ then ~Γ `F F : A⊥⊥�
3. if Γ `V V : A then ~Γ `V V : A�
4. if Γ `E E : A⊥⊥ then ~Γ `E E : A⊥⊥�
5. if Γ `t t : A then ~Γ `t t : A�

6. if Γ `e e : A⊥⊥ then ~Γ `e e : A⊥⊥�
7. if Γ `c c then ~Γ `c c�
8. if Γ `l l then ~Γ `l l�
9. if Γ `τ τ then ~Γ `τ τ : Γ′�

Proof. �e proof is almost the same as the proof of �eorem 6.33, using the previous lemmas. We reason
by induction over the typing rules of Figure 6.9. We (ab)use of Lemma 6.43 to make the derivations
more compact by systematically weakening contexts as soon as possible, and compact the �rst (∀I )
and (λ) rules in one rule.
1. Strong values
• Case ~k�v . ~k�v = k , which has the desired type by hypothesis.

• Case λxi .t . In the source language, we have:

Γ,xi : A `t t : B |Γ | = i

Γ `v λxi : A→ B

Hence, we get by induction a proof Πt of ~t�t : ~Γ,xi : A� .t ι (B) and we can derive:

Πt

` ~t�t : ∀Y ′ <: ~Γ,xi : A�.Y ′ → Y ′ .E ι (B) → ⊥ Πσ

;σ : Y <: ~Γ� ` ~t�t σ+|τ | : (Y ,ι (A)) → (Y ,ι (A)) .E ι (B) → ⊥
(∀E )

Πτ

τ : Y ,u : Y .t ι (A);σ : Y <: ~Γ� ` ~t�t σ+|τ | τ [u] : (Y ,ι (A)) .E ι (B) → ⊥
(@)

ΠE

τ : Y ,u : Y .t ι (A),E : Y .E ι (B);σ : Y <: ~Γ� ` ~t�t σ+|τ | τ [u] E+ : ⊥
(@)

` λστuE.~t�t σ
+
|τ | τ [u] E : ∀Y <: ~Γ�.Y → Y .t ι (A) → Y .E ι (B) → ⊥

(λ)

where:
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• ΠE is a proof of E : Y .E ι (B) ` E : (Y ,ι (A)) .E ι (B) (derivable according to Lemma 6.44);
• Πτ is a proof of τ : Y ,u : Y .t ι (A); ` τ [u] : Y ,ι (A) (derivable according to Lemma 6.48);
• Πσ is obtained by Lemma 6.48:

σ : Y <: ~Γ� ` σ : Y <: ~Γ� (<:ax)

σ : Y <: ~Γ� ` σ+
|τ | : (Y ,ι (A)) <: ~Γ,xi : A�

2. Forcing contexts
• Case ~κ�F . ~κ�F = κ , which has the desired type by hypothesis.

• Case ~t .E�F . In the source language, we have:

Γ `t t : A Γ `E E : B⊥⊥
Γ `F t · E : (A→ B)⊥⊥

�erefore we have by induction hypothesis that ` ~t�t : ~Γ�Γ .t ι (A) and ` ~E�t : ~Γ�Γ .E ι (B), so that
we can derive:

v : Y .v ι (A) → ι (B); ` v : ∀Y ′ <:Y : Y ′ → Y ′ .t ι (A) → Y ′ .E ι (B) → ⊥
(Ax)

Πσ

τ : Y ,v : Y .v ι (A) → ι (B); ` v id |τ | : Y → Y .t ι (A) → Y .E B → ⊥
(∀I )

Πτ

τ : Y ,v : Y .v ι (A) → ι (B); ` v id |τ | τ : Y .t ι (A) → Y .E ι (B) → ⊥
(@)

Πt

τ : Y ,v : Y .v ι (A) → ι (B);σ : Y <: ~Γ� ` v id |τ | τ (↑σ~t�t ) : Y .E ι (B) → ⊥
(@)

ΠE

τ : Y ,v : Y .v ι (A) → ι (B);σ : Y <: ~Γ� ` v id |τ | τ (↑σ~t�t ) (↑
σ~E�E ) : ⊥

(@)

` λστv .v id |τ | τ (↑σ~t�t ) (↑
σ~E�E ) : ∀Y <: ~Γ�Γ .Y → Y .v ι (A) → ι (B) → ⊥

(λ)

where:

• ΠE is a proof of ε ;σ : Y <: ~Γ� ` (↑σ~E�E ) : Y .E ι (B), derived from the induction hypothesis for
t and Corollary 6.46;

• Πt is a proof of ε ;σ : Y <: ~Γ� ` (↑σ ~t�t ) : Y .t ι (A), derived from the induction hypothesis for
E and Corollary 6.46;

• Πτ is the axiom rule τ : Y ; ` τ : Y ;
• Πσ is a proof of id |τ | : Y <:Y (Proposition 6.41).
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3. Weak values
• Case ~v�V . In the source language, we have:

Γ `v v : A
Γ `V v : A

Hence we have by induction hypothesis that ` ~v�v : ~Γ�Γ .v ι (A) and we can derive:
F : Y .F ι (A) ` F : ∀Y ′ <:Y .Y ′ → Y ′ .v ι (A) → ⊥ ΠY

F : Y .F ι (A);σ : Y <: ~Γ� ` F id |τ | : Y → Y .v ι (A) → ⊥
(@)

τ : Y ; ` τ : Y
τ : Y ,F : Y .F ι (A) ` F id |τ | τ : Y .v ι (A) → ⊥

(@)
Πv

τ : Y ,F : Y .F ι (A);σ : Y <: ~Γ� ` F id |τ | τ (↑σ~v�v ) : ⊥
(@)

` λστF .F id |τ | τ (↑σ~v�v ) : ∀Y <: ~Γ�.Y → Y .F ι (A) → ⊥
(λ)

where:

• Πv is a proof of ε ;σ : Y <: ~Γ� ` (↑σ ~v�v ) : Y .v ι (A), derivable from the induction hypothesis
and Corollary 6.46.

• Πτ is the axiom rule τ : Y ; ` τ : Y
• ΠY is a proof of id |τ | : Y <:Y (Proposition 6.41)

• Case ~xi �V . In the source language, we have:
Γ(i ) = (xi : A)
Γ `V xi : A

so that Γ is of the form Γ′,xi : A,Γ′′. By de�nition, we have:

~xi �V = λστF . letτ0,t ,τ1 = split n τ in t idn τ0 (λσ ′τ ′0λV .V τ ′′[↑t V ](↑σ
′′

τ1) (↑
σ ′′
F ))

where n = σ (i ) ,k = |τ0 | − n, p = n + |τ1 |, σ
′′ = σ ′ ◦ δ +k[n,p].

t : Yn
0 .t ι (A) ` t : Yn

0 .t ι (A)
(Ax)

` idn : Yn
0 <:Yn

0
(<:ax )

t : Yn
0 .t ι (A); ` t idn : Yn

0 → Yn
0 .E ι (A) → ⊥

(∀E )
τ0 : Yn

0 ` τ0 : Yn
0

(Ax)

τ0 : Yn
0 ,t : Yn

0 .t A; ` t idn τ0 : Yn
0 .E ι (A) → ⊥

(@)
ΠE

τ0 : Yn
0 ,t : Yn

0 .t ι (A),τ1 : (Yn
0 ,n : ι (A)) .τ Y1,F : (Yn

0 ,n : ι (A),Y1) .F ι (A); ` t idn τ0 E : ⊥
(@)

|Yn
0 | = n

τ : (Yn
0 ,n : ι (A),Y1),F : (Yn

0 ,n : ι (A),Y1) .F ι (A); ` letτ0,t ,τ1 = split τ n in t idn τ0 E : ⊥
(split)

Πσ

τ : Y ,F : Y .F ι (A);σ : Y <: ~Γ�Γ ` letτ0,t ,τ1 = split τ n in t idn τ0 E : ⊥
(<:split )

` λστF . letτ0,t ,τ1 = split τ n in t idn τ0 E : ∀Y <: ~Γ�Γ .Y → Y .F ι (A) → ⊥
(λ)

where:
• Πσ is simply the axiom rule:

σ : Y <: (~Γ0�Γ ,n : ι (A),~Γ1�Γ ) ` σ : Y <: (~Γ0�Γ ,n : ι (A),~Γ1�Γ )
(<:ax )

• E = λσ ′τ ′′λV .V τ ′0[↑t V ](↑σ
′′

τ1) (↑
σ ′′F )) and ΠE is the following derivation:

V : Y ′0 .V ι (A); `↑t V : Y ′0 .t ι (A)
(Ax)

` idp : Y ′0 ,A,Y1 <:Y ′0 ,A,Y1

V : Y ′0 .V ι (A); ` V idp : (Y ′0 ,ι (A),Y1) → (Y ′0 ,ι (A),Y1) .F ι (A) → ⊥
(∀E )

Πτ

τ1 : (Yn
0 ,ι (A)) .τ Y1,τ

′
0 : Y ′0 ,V : Y ′0 .V ι (A); ` V idp τ

′
0[↑t V ](↑σ

′

τ1) : (Y ′0 ,ι (A),Y1) .F ι (A) → ⊥
(@)

ΠF

Γ,τ ′0 : Y ′0 ,V : Y ′0 .V ι (A);σ ′ : Y ′0 <:Yn
0 ` V idp τ

′
0[↑t V ](↑σ

′′

τ ′) (↑σ
′′

F ) : ⊥
(@)

Γ ` λσ ′τ ′0V .V idp τ
′
0[↑t V ](↑σ

′′

τ1) (↑
σ ′′F ) : Yn

0 .F ι (A)
(λ)

where Γ = τ1 : (Yn
0 ,ι (A)) .τ Y1,F : (Yn

0 ,ι (A),Y1) .F ι (A).
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• ΠF is the following proof, obtained by Lemma 6.49:

F : (Yn
0 ,ι (A),Y1) .F ι (A); ` F : (Yn

0 ,ι (A),Y1) .F ι (A)
(Ax)

σ ′ : Y ′0 <:Yn
0 ` σ

′ : Y ′0 <:Yn
0

(Ax)

F : (Yn
0 ,ι (A),Y1) .F ι (A);σ1 : Y ′0 <:Yn

0 ` (↑
σ ′′F ) : (Y ′0 ,ι (A),Y1) .F ι (A)

• Πτ is the following derivation

τ ′0 : Y ′0 ` τ ′0 : Y ′0
(Ax)

V : Y ′0 .V ι (A) ` V : Y ′0 .V A
(Ax)

V : Y ′0 .V ι (A) `↑t V : Y ′0 .t A
(↑)

V : Y ′0 .V ι (A) ` [↑t V ] : Y ′0 .τ ι (A)
(τt )

Y ′0 <:Yn
0 ,τ

′
0 : Y ′0 ,V : Y ′0 .V ι (A) ` τ ′0[↑t V ] : Y ′0 ,n : ι (A)

(τ τ ′)
Πτ1

τ1 : (Yn
0 ,ι (A)) .τ Y1,Y

′
0 <:Yn

0 ,τ
′
0 : Y ′0 ,V : Y ′0 .V ι (A) ` τ ′0[V ](↑σ

′′

τ1) : Y ′0 ,ι (A),Y1
(τ <: )

• Πτ1 is obtained by Lemma 6.49:

τ1 : (Y0,n : ι (A)) .τ Y1 ` τ1 : (Y0,ι (A)) .τ Y1
(Ax)

σ ′ : Y ′0 <:Yn
0 ` σ

′ : Y ′0 <:Yn
0

(<:ax )

τ1 : (Yn
0 ,ι (A)) .τ Y1;σ ′ : Y ′0 <:Y0 ` (↑

σ ′′τ1) : Y ′0 ,n : ι (A) .τ Y1

4. Catchable contexts

• Case ~F �E . �is case is similar to the case ~v�V .

• Case ~µ̃[xi ].〈xi ||F 〉τ ′�E . In the source language, we have:

Γ,xi : A,Γ′ `F F : A⊥⊥ Γ,xi : A `τ τ ′ : Γ′ |Γ | = i
Γ `E µ̃[xi ].〈xi ||F 〉τ ′ : A⊥⊥

We have by induction hypothesis a proof of ` ~τ ′�τ : ~Γ,xi : A�Γ .τ ~Γ′�Γ and a proof ΠF of ` ~F �F :
~Γ,xi : A,Γ′�Γ .F ι (A). We can thus derive:

V : Y .V ι (A); ` V : Y .t ι (A)
(Ax)

` idp : (Y ,ι (A),~Γ′�Γ ) <:Y
V : Y .V ι (A); ` V idp : (Y ,ι (A),~Γ′�Γ ) → (Y ,ι (A),~Γ′�Γ ) .F ι (A) → ⊥

(∀E )
Πτ

τ : Y ,V : Y .V ι (A);σ : Y <: ~Γ�Γ ` V idp τ [↑t V ](↑σ
′

~τ ′�τ ) : (Y ,ι (A),~Γ′�Γ ) .F ι (A) → ⊥
(@)

ΠF

Γ,τ : Y ,V : Y .V ι (A);σ : Y <: ~Γ�Γ ` V idp τ [↑t V ](↑σ
′

~τ ′�τ ) (↑
σ ′~F �F ) : ⊥

(@)

Γ ` λστV .V idp τ [↑t V ](↑σ
′

~τ ′�τ ) (↑
σ ′~F �F ) : ~Γ�Γ .F ι (A)

(λ)

where:

• n = |τ |, k = n − i, p = n + |τ ′ |, σ ′ = σ ◦ δ +k[i,p]

• ΠF is the following proof, obtained by Lemma 6.49:

; ` F : (~Γ�Γ ,ι (A),~Γ′�Γ ) .F ι (A) σ : Y <: ~Γ�Γ ` σ : Y <: ~Γ�Γ
(Ax)

;σ : Y <: ~Γ′�Γ ` (↑σ
′

F ) : (Y ,ι (A),~Γ′�Γ ) .F ι (A)
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• Πτ is the following proof:

τ : Y ` τ : Y (Ax)

V : Y .V ι (A) ` V : Y .V ι (A)
(Ax)

V : Y .V ι (A) `↑t V : Y .t ι (A)
(↑)

V : Y .V ι (A) ` [V ] : Y .τ ι (A)
(τt )

τ : Y ,V : Y .V ι (A) ` τ [↑t V ] : Y ,ι (A)
(τ τ ′)

Πτ ′

τ : Y ,V : Y ′ .V ι (A);σ : Y <: ~Γ�Γ ` τ [↑t V ]~τ ′�τ : (Y ,ι (A),~Γ′�σ [x :=n])
(τ τ ′)

• Πτ ′ is the following proof, obtained from the induction hypothesis for τ ′ and Lemma 6.49:

` ~τ ′�τ : ~Γ�Γ ,ι (A) .τ ~Γ′�Γ σ : Y <: ~Γ�Γ ` σ : Y <: ~Γ�Γ
(<:ax )

;σ : Y <: ~Γ�Γ `↑σ
′

~τ ′�τ : Y ,ι (A) .τ ~Γ′�Γ

5. Terms
• Case ~V �t . �is case is similar to the case ~v�V .

• Case ~µαi .c�t . In the λ[lvτ?]-calculus, we have:

Γ,αi : A⊥⊥ `c c |Γ | = i
Γ `t µαi .c : A

Hence we have by induction a proof of ; ` ~c�c : ~Γ,xi : A⊥⊥�Γ .c ⊥ and we can derive:

; ` ~c�c : ~Γ,xi : A⊥⊥�Γ .c ⊥ Πσ

τ : Y ;σ : Y <: ~Γ�Γ ` ~c�c σ+|τ | : (Y ,ι (A)⊥⊥) → ⊥
(∀E )

Πτ

τ : Y ,E : Y .E ι (A);σ : Y <: ~Γ�Γ ` ~c�c σ+|τ | τ [E] : ⊥
(@)

; ` λστE.~c�c σ+|τ | τ [E] : ~Γ�Γ .t ι (A)
(λ)

where

• Πσ is the following derivation, obtained by Lemma 6.48 (since |τ | matches |Y |):

σ : Y <: ~Γ�Γ ` σ : Y <: ~Γ�Γ
(<:ax)

σ : Y <: ~Γ�Γ ` σ+|τ | : (Y ,ι (A)⊥⊥) <: ~Γ,xi : ι (A)⊥⊥�Γ

• ΠE is also obtained by Lemma 6.48:

τ : Y ,E : Y .E ι (A); ` τ [E] : Y ,ι (A)⊥⊥
(Ax)

E : Y .E ι (A); ` E : Y .E ι (A)
(Ax)

τ : Y ,E : Y .E ι (A); ` τ [E] : Y ,ι (A)⊥⊥

6. Contexts
• Case ~E�e . �is case is similar to the case ~v�V .

• Case ~µ̃xi .c�e . �is case is similar to the case ~µαi .c�t .
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7. Commands
• Case ~〈t ||e〉�c . In the λ[lvτ?]-calculus we have:

Γ `t t : A Γ `e e : A⊥⊥
Γ `c 〈t ||e〉

thus we get by induction two proofs of ; ` ~t�t : ~Γ�Γ .t ι (A) and ; ` ~e�c : ~Γ�Γ .e ι (A). We can then
derive:

; ` ~e�e : ~Γ�Γ .e ι (A)
τ : Y ;σ : Y <: ~Γ�Γ ` ~e�e σ : Y → Y .t ι (A) → ⊥

(∀E )
Πσ

τ : Y ;σ : Y <: ~Γ�Γ ` ~e�e σ τ : Y .t ι (A) → ⊥
(@)

τ : Y ; ` τ : Y (Ax)

τ : Y ;σ : Y <: ~Γ�Γ ` ~e�e σ τ (↑σ~t�t ) : ⊥
(@)

Πt

; ` λστ .~e�e σ τ (↑σ~t�t ) : ~Γ�Γ .c ⊥
(λ)

where:
• Πσ is the axiom rule: σ : Y <: ~Γ�Γ ` σ : Y <: ~Γ�Γ

(<:ax)

• Πt is obtained using Lemma 6.45:

; ` ~t�t : ~Γ�Γ .t ι (A) ;σ : Y <: ~Γ�Γ ` σ : Y <: ~Γ�Γ
(<:ax)

;σ : Y <: ~Γ�Γ `↑σ~t�t : Y .t ι (A)
8. Closures
• Case ~cτ ′�nl . In the λ[lvτ?]-calculus, we have:

Γ,Γ′ `c c Γ `τ τ
′ : Γ′

Γ `l cτ
′

where n matches |Γ |. We thus get by induction two proofs ; ` ~τ ′�τ : ~Γ�Γ .τ ~Γ′�Γ and ` ~c�c :
~Γ,Γ′�Γ .c ⊥. We can derive:

` ~c�c : ~Γ,Γ′�Γ .c ⊥ Πσ
;σ : Y <: ~Γ�Γ ` ~c�c σ ′ : (Y ,~Γ′�Γ ) → ⊥

(∀E )
τ : Y ; ` τ : Y (Ax)

Πτ

τ : Y ;σ : Y <: ~Γ�Γ ` τ (↑σ
′

~τ ′�τ ) : Y ~Γ′�Γ
(τ τ ′)

τ : Y ;σ : Y <: ~Γ�Γ ` ~c�c σ ′ τ ′(↑σ
′

~τ ′�τ : ⊥
(@)

; ` λστ .~c�c σ ′ τ ′(↑σ
′

~τ ′�τ )
(λ)

where k = |τ ′ | − n, p = n + |τ |, σ ′ = σ ◦ δ +k[n,p] and:

• Πσ is a proof of σ : Y <: ~Γ�Γ ` σ ′ : (Y ,~Γ′�Γ ) <: ~Γ,Γ′�Γ obtained by Lemma 6.49;
• Πτ ′ is the following proof also obtained by Lemma 6.49:

; ` ~τ ′�τ : ~Γ�Γ .τ ~Γ′�Γ ` σ : Y <: ~Γ�Γ
(<:ax )

` (↑σ
′

~τ ′�τ ) : Y .τ ~Γ′�Γ

9. Stores

• Case ~τ [xi := t]�τ . We only consider the case τ [xi := t], the proof for the case τ [αi := E] is
identical. �is corresponds to the typing rules:

Γ `τ τ : Γ′ Γ,Γ′ `t t : A |Γ,Γ′ | = i

Γ `τ τ [xi := t] : Γ′,xi : A
By induction, we obtain two proofs of ` ~τ �τ : ~Γ�Γ .τ ~Γ′�Γ and ` ~t�t : ~Γ,Γ′�Γ .t ι (A). We can thus
derive:

` ~τ �τ : ~Γ�Γ .τ ~Γ′�Γ
` ~t�t : ~Γ,Γ′�Γ .t ι (A)
` [~t�t ] : ~Γ,Γ′�Γ .τ ι (A)

(τt )

` ~τ �τ [~t�t ] : ~Γ�Γ .τ ~Γ′�Γ,ι (A)
(τ τ ′)

�
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6.5 Conclusion and perspectives

6.5.1 Conclusion

In this chapter, we presented a system of simple types for a call-by-need calculus with control. We
proved that this type system is safe, in the sense that it satis�es the subject reduction property (�eo-
rem 6.2) and the (weak) normalization property (�eorem 6.22). We proved the normalization by means
of realizability-inspired interpretation of the λ[lvτ?]-calculus. Incidentally, this opens the doors to the
computational analysis (in the spirit of Krivine classical realizability) of classical proofs using control,
laziness and shared memory.

Besides, we introduced system Fϒ as a type system for the target of a continuation-and-store-passing
style translation for the λ[lvτ?]-calculus, and we proved that the translation was well-typed (�eo-
rem 6.33). Furthermore, we also re�ned our presentation to de�ne both source and target languages
with explicit De Bruijn levels, making them both more compatible with an implementation.

Last, we believe that the principles guiding the typing of the translation emphasized its computa-
tional content, whose three main ingredients are the following:

1. a continuation-passing style translation,

2. a store-passing style translation,

3. a Kripke forcing-like manner of typing the extensibility of the store.

�e la�er is particularly highlighted in the translation with De Bruijn levels, where levels need to be
shi�ed when extending the store and coercions give a computational content to the subtyping relation
(i.e. to store extension).

6.5.2 About stores and forcing

Actually, the connection between (Kripke) forcing and the store-passing style translation does not come
as a surprise. Indeed, the translation on types logically accounts for the compilation of the calculus with
stores to a calculus without store. In the realm of functional programming, memory states are given a
meaning through the state monad. For instance, the monadic translation of an arrow enriches it with
a state S :

~A→ B� , S ×A→ S × B

In particular, the result of a function may depend on the current state. If one observes precisely our
realizability interpretation, it is very similar to our de�nition of truth and falsity values: for a type A,
its interpretation is roughly of the shape A × τ . It is folklore that the state monad can be categorically
interpreted by means of presheaves construction [139, 117]. Interestingly, Kripke models are a par-
ticular case of presheaves semantics [124]. Cohen forcing construction is also interpreted in terms of
presheaves [112], and this interpretation scales to type theory [83, 82]. �erefore, the state monad and
the forcing translation were already known to be connected. Last but not least, the analysis of Cohen
forcing in the framework of Krivine classical realizability [99, 121] relies on an extension of Krivine
abstract machine with a cell (which contains the forcing condition). In short, our typed store-passing
style translation is just another observation of the connection between forcing translations and explicit
stores as a side-e�ect.

6.5.3 Extension to 2nd-order type systems

We focused in this chapter on simply-typed versions of the λlv and λ[lvτ?] calculi. But as it is common
in Krivine classical realizability, �rst and second-order quanti�cations (in Curry style) come for free
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through the interpretation. �is means that we can for instance extend the language of types to second-
order arithmetic:

e1,e2 ::= x | f (e1, . . . ,ek )
A,B ::= X (e1, . . . ,ek ) | A→ B | ∀x .A | ∀X .A

We can then de�ne the following rules to introduce the universal quanti�cation:

Γ `v v : A x < FV (Γ)

Γ `v v : ∀x .A (∀1
r )

Γ `v v : A X < FV (Γ)

Γ `v v : ∀X .A (∀2
r )

Observe that these rules need to be restricted at the level of strong values, just as they are restricted to
values in the case of call-by-value (see Section 4.5.4). As for the le� rules, they can be de�ned at any
levels, let say the more general e:

Γ `e e : (A[n/x])⊥⊥

Γ `e e : (∀x .A)⊥⊥
(∀1
l )

Γ `e e : (A[B/X ])⊥⊥

Γ `e e : (∀X .A)⊥⊥
(∀2
l )

where n is any natural number and B any formula. �e usual (call-by-value) interpretation of the
quanti�cation is de�ned as an intersection over all the possible instantiations of the variables within
the model. First-order variables are to be instantiated by integers, while second-order variables are to
be instantiated by sets of terms at the lowest level, i.e. closed strong-values in store (which we write
V0):

|∀x .A|v =
⋂
n∈�

|A[n/x]|v |∀X .A|v =
⋂

S ∈P (V0)

|A[S/X ]|v

It is then routine to check that the typing rules are adequate with the realizability interpretation.

6.5.4 Related work & further work

In a recent paper, Kesner uses an intersection type system to characterize normalizing by-need terms [87].
Even though her calculus is not classical, it might be interesting to adapt her approach to our frame-
work. Speci�cally, we have the intuition that intersection types could be an alternative to our subtyping
relation in the target language of the CPS.

As for call-by need with control, recent work by Pédrot and Saurin [135] relates (classical) call-by-
need with linear head-reduction from a computational point of view. If they do not provide any type
system or normalization results, they connect their framework with a variant of the λlv -calculus (in
natural deduction style). Our techniques should then be adaptable to their framework in order to equip
their calculi with type systems and prove similar results.

�is chapter naturally raises the question of studying the system Fϒ that we used as target language
of our translation. In particular, it might be interesting to understand the logical strength of such a
system. It seems to be stronger than systems F or F <: in that is allows a restricted form of dependent
types: the second-order quanti�cation range over vectors of arbitrary size. It is probably weaker than a
higher order calculus with unrestricted dependencies in types, like the calculus of constructions (which
is logically as strong as Fω ). Yet, it might also be the case that a clever analysis of the translation could
lead to a bound on the size of the store extension at each step. �is would o�er a way to remove this
dependency and to embed the target language into system F.
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7- A classical sequent calculus with de-
pendent types

Side-e�ects and dependent types

In Chapter 5, we introduced dependent types from the point of view of logic, in the realm of Martin-Löf
type theory, but actually, as a programming features, restricted form of dependent types were anterior
to this. For instance, in the 60s the programming language FORTRAN IV already allowed programmers
to de�ne arrays of a given dimension, and in this sense, (restricted form of) dependent types are as old
as high-level programming languages.

From the point of view of programming, dependent types allow us to assign more precise types—and
thus more precise speci�cations—to existing programs. Dependent types are provided by Coq or Agda,
two of the most actively developed proof assistants, which both rely on a constructive type theory:
Coquand and Paulin-Mohring’s calculus of inductive constructions for Coq [30], and Martin-Löf’s type
theory [115] for Agda. Yet, both systems lack of classical logic and more generally of side-e�ects, which
make them impractical as programming languages.

In practice, e�ectful languages give to the programmer a more explicit access to low-level control
(that is: to the way the program is executed on the available hardware), and make some algorithms
easier to implement. Common e�ects, such as the explicit manipulation of the memory, the generation
of random numbers and input/output facilities are available in all practical programming languages
(e.g. OCaml, C++, Python, Java,…).

As we saw in Section 5.1.2.2,dependent types misbehave in the presence of control operators, and
lead to logical inconsistencies. Since the same problem arises with a wider class of e�ects, it seems that
we are facing the following dilemma: either we choose an e�ectful language (allowing us to write more
programs) while accepting the lack of dependent types, or we choose a dependently typed language
(allowing us to write �ner speci�cations) and give up e�ects.

Many works have tried to �ll the gap between real programming languages and logic, by acco-
modating weaker forms of dependent types with computational e�ects (e.g. divergence, I/O, local
references, exceptions). Amongst other works, we can cite the recent works by Ahman et al [1], by
Vákár [157] or by Pédrot and Tabareau who proposed a systematical way to add e�ects to type the-
ory [142]. Side-e�ects—that are impure computations in functional programming—are interpreted by
means of monads. Interestingly, control operators can be interpreted in a similar way through the
continuation monad, but the continuation monads generally lacks the properties necessary to �t the
picture.

Although dependent types and classical logic have been deeply studied separately, the problem of
accomodating both features in one and the same system has not found a completely satisfying answer
yet. Recent works from Herbelin [71] and Lepigre [109] proposed some restrictions on dependent types
to make them compatible with a classical proof system, while Blot [18] designed a hybrid realizability
model where dependent types are restricted to an intuitionistic fragment.
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Call-by-value and value restriction

In languages enjoying the Church-Rosser property (like the λ-calculus or Coq), the order of evaluation is
irrelevant, and any reduction path will ultimately lead to the same value. In particular, the call-by-name
and call-by-value evaluation strategies will always give the same result. However, this is no longer
the case in presence of side-e�ects. Indeed, consider the simple case of a function applied to a term
producing some side-e�ects (for instance increasing a reference). In call-by-name, the computation of
the argument is delayed to the time of its e�ective use, while in call-by-value the argument is reduced
to a value before performing the application. If, for instance, the function never uses its argument,
the call-by-name evaluation will not generate any side-e�ect, and if it uses it twice, the side-e�ect will
occur twice (and the reference will have its value increased by two). On the contrary, in both cases the
call-by-value evaluation generates the side-e�ect exactly once (and the reference has its value increased
by one).

In this chapter, we present a language following the call-by-value reduction strategy. While this de-
sign choice is strongly related with our long term perspective of giving a sequent calculus presentation
of dPAω (following the call-by-value strategy but for the lazy parts), this also constitutes a goal in itself.
Indeed, when considering a language with control operators (or other kinds of side-e�ects), soundness
o�en turns out to be subtle to preserve in call-by-value. �e �rst issues in call-by-value in the presence
of side-e�ects were related to references [163] and polymorphism [68]. In both cases, a simple and ele-
gant solution (but unnecessarily restrictive in practice [56, 109]) to solve the inconsistencies consists to
introduce a value restriction for the problematic cases, restoring then a sound type system. Recently,
Lepigre presented a proof system providing dependent types and a control operator [109], whose con-
sistency is preserved by means of a semantical value restriction de�ned for terms that behave as values
up to observational equivalence. In the present work, we will rather use a syntactic restriction to a frag-
ment of proofs that allows slightly more than values. As will see, the restriction that arises naturally
coincides with the negative-elimination-free fragment of Herbelin’s dPAω system [71].

A sequent calculus presentation

�e main achievement of this chapter is to give a sequent calculus presentation of a call-by-value lan-
guage with classical control and dependent types, and to justify its soundness through a continuation-
passing style translation. Our calculus is an extension of the λµµ̃-calculus [33] with dependent types.
Amongst other motivations, such a calculus is close to an abstract machine, which makes it particularly
suitable to de�ne CPS translations or to be an intermediate language for compilation [40].

Additionally, while we consider in this chapter the speci�c case of a calculus with classical logic,
the sequent calculus presentation itself is responsible for another di�culty. As we will see, the usual
call-by-value strategy of the λµµ̃-calculus causes subject reduction to fail, which would happen already
in an intuitionistic type theory. We claim that the solutions we give in this chapter also provide us with
solutions in the intuitionistic case. In particular, the system we develop might be a �rst step to allow
the adaption of the well-understood continuation-passing style translations for ML in order to design
a (dependently) typed compilation of a system with dependent types such as Coq.

Delimited continuations and CPS translation

�e main challenge in designing a sequent calculus with dependent types resides in the fact that the
natural relation of reduction one would expect in such a framework is not safe with respect to types.
As we will discuss in Section 7.1.4, the problem can be understood as a desynchronization of the type
system with respect to the reduction. A simple solution to resolve this, presented in Section 7.1, consists
to add an explicit list of dependencies in the typing derivations. �is has the advantage of giving a
calculus that is very close to the original. However, it is not suitable for obtaining a continuation-
passing style translation.
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We thus present a second way to solve this issue by introducing delimited continuations [5], which
are used to force the purity needed for dependent types in an otherwise non purely functional lan-
guage. It also justi�es the relaxation of the value restriction and leads to the de�nition of the negative-
elimination-free fragment (Section 7.2). Additionally, it allows for the design, in Section 8.3, of a
continuation-passing style translation that preserves dependent types and allows for proving the sound-
ness of our system. Finally, it also provides us with a way to embed our calculus into Lepigre’s calcu-
lus [109], as we shall see in Section 7.4, and in particular it furnishes us a realizability interpretation.

7.1 A minimal classical language with dependent types

�e easiest and usual approach to prevent inconsistencies to arise from the simultaneous presence
of classical logic is to impose a restriction to values for proofs appearing inside dependent types and
operators. In particular, this would prevent us from writing wit p0 and prf p0 in Herbelin’s example.

In this section we will focus on value restriction in the framework of the λµµ̃-calculus, and show
how it allows us to keep the proof system is consistent. We shall then see, in Section 7.2, how to relax
this constraint.

7.1.1 A minimal language with value restriction

We follow here the strati�ed presentation1 of dependent types from the previous section. We place
ourselves in the framework of the λµµ̃-calculus to which we add:

• a language of terms which contain an encoding2 of the natural numbers,

• proof terms (t ,p) to inhabit the strong existential ∃x�.A together with the �rst and second pro-
jections, called respectively wit (for terms) and prf (for proofs),

• a proof term refl for the equality of terms and a proof term subst for the convertibility of types
over equal terms.

For simplicity reasons, we will only consider terms of type � throughout this chapter. We address the
question of extending the domain of terms in Section 7.5.2. �e syntax of the corresponding system,
that we call dL, is given by:

Terms t ::= x | n | wit V
Proof terms p ::= V | µα .c | (t ,p) | prf V | subst p q
Proof values V ::= a | λa.p | λx .p | (t ,V ) | refl
Contexts e ::= α | p · e | t · e | µ̃a.c
Commands c ::= 〈p ||e〉

(n ∈ �)

�e formulas are de�ned by:

Formulas A,B ::= > | ⊥ | t = u | ∀x�.A | ∃x�.A | Πa : A.B .

Note that as in dPAω we included a dependent product Πa : A.B at the level of proof terms, but that in
the case where a < FV (B) this amounts to the usual implication A→ B.

1�is design choice is usually a ma�er of taste and convenient for us in the perspective of adapting dPAω . However, it also
has the advantage of clearly enlightening the di�erent treatments for term and proofs through the CPS in the next sections.

2�e nature of the representation is irrelevant here as we will not compute over it. We can for instance add one constant
for each natural number.
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〈µα .c ||e〉  c[e/α]
〈V ||µ̃a.c〉  c[V /a]

〈λa.p ||q · e〉  〈q ||µ̃a.〈p ||e〉〉
〈λx .p ||t · e〉  〈p[t/x]||e〉

〈(t ,p) ||e〉  〈p ||µ̃a.〈(t ,a) ||e〉〉 (p < V )
〈prf (t ,V ) ||e〉  〈V ||e〉
〈subst p q ||e〉  〈p ||µ̃a.〈subst a q ||e〉〉 (p < V )

〈subst refl q ||e〉  〈q ||e〉

wit (t ,V ) → t t → t ′ ⇒ c[t]  c[t ′]

Figure 7.1: Reduction rules of dL

7.1.2 Reduction rules

As explained in Section 5.1.2.2, a backtracking proof might give place to di�erent witnesses and proofs
according to the context of reduction, leading to inconsistencies [70]. �e substitution at di�erent
places of a proof which can backtrack, as the call-by-name evaluation strategy does, is thus an unsafe
operation. On the contrary, the call-by-value evaluation strategy forces a proof to reduce �rst to a
value (thus furnishing a witness) and to share this value amongst all the commands. In particular, this
maintains the value restriction along reduction, since only values are substituted.

�e reduction rules, de�ned in Figure 7.1 (where t → t ′ denotes the reduction of terms and c  c ′

the reduction of commands), follow the call-by-value evaluation principle. In particular one can see
that whenever the command is of the shape 〈C[p]||e〉 where C[p] is a proof built on top of p which is
not a value, it reduces to 〈p ||µ̃a.〈C[a]||e〉〉, opening the construction to evaluate p3.

Additionally, we denote by A ≡ B the transitive-symmetric closure of the relation A B B, de�ned
as a congruence over term reduction (i.e. if t → t ′ then A[t] B A[t ′]) and by the rules:

0 = 0 B > 0 = S (u) B ⊥
S (t ) = 0 B ⊥ S (t ) = S (u) B t = u

7.1.3 Typing rules

As we explained before, in this section we limit ourselves to the simple case where dependent types
are restricted to values, to make them compatible with classical logic. But even with this restriction,
de�ning the type system in the most naive way leads to a system in which subject reduction will fail.
Having a look at the β-reduction rule gives us an insight of what happens. Let us imagine that the type
system of the λµµ̃-calculus has been extended to allow dependent products instead of implications. and
consider a proof λa.p : Πa : A.B and a context q ·e : Πa : A.B. A typing derivation of the corresponding
command would be of the form:

Πp

Γ,a : A ` p : B | ∆
Γ ` λa.p : Πa : A.B | ∆

(→r )

Πq

Γ ` q : A | ∆
Πe

Γ | e : B[q/a] ` ∆
Γ | q · e : Πa : A.B ` ∆ (→l )

〈λa.p ||q · e〉 : Γ ` ∆
(Cut)

while this command would reduce as follows:

〈λa.p ||q · e〉 〈q ||µ̃a.〈p ||e〉〉.

3�e reader might recognize the rule (ς) of Wadler’s sequent calculus [162].
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On the right-hand side, we see that p, whose type is B[a], is now cut with e whose type is B[q]. Con-
sequently, we are not able to derive a typing judgment4 for this command anymore:

Πq

Γ ` q : A | ∆

Γ,a : A ` p : ���B[a] | ∆ Γ,a : A | e : ���B[q] ` ∆
〈p ||e〉 : Γ,a : A ` ∆ Mismatch

Γ | µ̃a.〈p ||e〉 : A ` ∆
(µ̃ )

〈q ||µ̃a.〈p ||e〉〉 : Γ ` ∆ (Cut)

�e intuition is that in the full command, a has been linked to q at a previous level of the typing
judgment. However, the command is still safe, since the head-reduction imposes that the command
〈p ||e〉 will not be executed before the substitution of a by q5 is performed and by then the problem
would have been solved. Roughly speaking, this phenomenon can be seen as a desynchronization of
the typing process with respect to computation. �e synchronization can be re-established by making
explicit a dependencies list in the typing rules, which links µ̃ variables (here a) to the associate proof term
on the le�-hand side of the command (here q). We can now obtain the following typing derivation:

Πq

Γ ` q : A | ∆

Πp

Γ,a : A ` p : B[a] | ∆
Πe

Γ,a : A | e : B[q] ` ∆; {·|p}{a |q}
〈p ||e〉 : Γ,a : A ` ∆; {a |q} (Cut)

Γ | µ̃a.〈p ||e〉 : A ` ∆; {.|q}
(µ̃ )

〈q ||µ̃a.〈p ||e〉〉 : Γ ` ∆; ε (Cut)

Formally, we denote by D the set of proofs we authorize in dependent types, and de�ne it for the
moment as the set of values:

D , V .

We de�ne a list of dependencies σ as a list binding pairs of proof terms6:

σ ::= ε | σ {p |q},

and we de�ne Aσ as the set of types that can be obtained from A by replacing none or all occurrences
of p by q for each binding {p |q} in σ such that q ∈ D:

Aε , {A} Aσ {p |q } ,



Aσ ∪ (A[q/p])σ if q ∈ D
Aσ otherwise.

�e list of dependencies is �lled while going up in the typing tree, and it can be used when typing a
command 〈p ||e〉 to resolve a potential inconsistency between their types:

Γ ` p : A | ∆;σ Γ | e : B ` ∆;σ {·|p} B ∈ Aσ
〈p ||e〉 : Γ ` ∆;σ (Cut)

Remark 7.1. �e reader familiar with explicit substitutions [53] can think of the list of dependencies
as a fragment of the substitution that is available when a command c is reduced. Another remark is

4Observe that the problem here arises independently of the value restriction or not (that is whether we consider that q is
a value or not), and is peculiar to the sequent calculus presentation).

5Note that even if we were not restricting ourselves to values, this would still hold: if at some point the command 〈p ||e〉 is
executed, it is necessarily a�er that q has produced a value to substitute for a.

6In practice we will only bind a variable with a proof term, but it is convenient for proofs to consider this slightly more
general de�nition.
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Γ ` p : A | ∆;σ Γ | e : A′ ` ∆;σ {·|p} A′ ∈ Aσ
〈p ||e〉 : Γ ` ∆;σ (Cut)

(a : A) ∈ Γ
Γ ` a : A | ∆;σ (Axr )

(α : A) ∈ ∆
Γ | α : A ` ∆;σ {·|p} (Axl )

c : (Γ ` ∆,α : A;σ )
Γ ` µα .c : A | ∆;σ

(µ )

c : (Γ,a : A ` ∆;σ {a |p})
Γ | µ̃a.c : A ` ∆;σ {·|p}

(µ̃ )
Γ,a : A ` p : B | ∆;σ

Γ ` λa.p : Πa : A.B | ∆;σ
(→r )

Γ ` q : A | ∆;σ Γ | e : B[q/a] ` ∆;σ {·|†} q < D → a < FV (B)

Γ | q · e : Πa : A.B ` ∆;σ {·|p} (→l )

Γ,x : � ` p : A | ∆;σ
Γ ` λx .p : ∀x�.A | ∆;σ

(∀l )
Γ ` t : � ` ∆;σ Γ | e : A[t/x] ` ∆;σ {·|†}

Γ | t · e : ∀x�.A ` ∆;σ {·|p}
(∀r )

Γ ` t : � | ∆;σ Γ ` p : A(t ) | ∆;σ
Γ ` (t ,p) : ∃x�.A(x ) | ∆;σ

(∃r )
Γ ` p : ∃x�.A(x ) | ∆;σ p ∈ D

Γ ` prf p : A(wit p) | ∆;σ prf

Γ ` p : A | ∆;σ A ≡ B

Γ ` p : B | ∆;σ (≡r )
Γ | e : A ` ∆;σ A ≡ B

Γ | e : B ` ∆;σ (≡l )

Γ ` p : t = u | ∆;σ Γ ` q : B[t/x] | ∆;σ
Γ ` subst p q : B[u/x] | ∆;σ

(subst)
Γ ` t : � | ∆;σ

Γ ` refl : t = t | ∆;σ (refl)

Γ,x : � ` x : � | ∆;σ (Axt )
n ∈ �

Γ ` n : � | ∆;σ
(Axn )

Γ ` p : ∃xA(x ) | ∆;σ p ∈ D

Γ ` wit p : � | ∆;σ (wit )

Figure 7.2: Typing rules of dL

that the design choice for the (Cut) rule is arbitrary, in the sense that we chose to check whether B
is in Aσ . We could equivalently have checked whether the condition σ (A) = σ (B) holds, where σ (A)
refers to the type A where for each binding {p |q} ∈ σ with q ∈ D, all the occurences of p have been
replaced by q. y

Furthermore, when typing a stack with the (→l ) rule, we need to drop the open binding in the list
of dependencies7. We introduce the notation Γ | e : A ` ∆;σ {·|†} to denote that the dependency to be
produced is irrelevant and can be dropped. �is trick spares us from de�ning a second type of sequent
Γ | e : A ` ∆;σ to type contexts when dropping the (open) binding {·|p}. Alternatively, one can think of
† as any proof term not in D, which is the same with respect to the list of dependencies. �e resulting
set of typing rules is given in Figure 7.2, where we assume that every variable bound in the typing
context is bound only once (proofs and contexts are considered up to α-conversion).

Note that we work with two-sided sequents here to stay as close as possible to the original presen-
tation of the λµµ̃-calculus [33]. In particular this means that a type in ∆ might depend on a variable
previously introduced in Γ and vice versa, so that the split into two contexts makes us lose track of
the order of introduction of the hypotheses. In the sequel, to be able to properly de�ne a typed CPS

7It is easy to convince ourself that when typing a command 〈p ||q · µ̃a.c〉 with {·|p}, the “correct” dependency within c
should be {a |µαα〈p ||q · α〉}, where the right proof is not a value. Furthermore, this dependency is irrelevant since there is no
way to produce such a command where a type adjustment with respect to a needs to be made in c .
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translation, we consider that we can unify both contexts into a single one that is coherent with respect
to the order in which the hypothesis have been introduced8. We denote this context by Γ ∪ ∆, where
the assumptions of Γ remain unchanged, while the former assumptions (α : A) in ∆ are denoted by
(α : A⊥⊥).

Example 7.2. �e proof p1 , subst (prf p0) refl which was of type 1 = 0 in Section 5.1.2.2 is now
incorrect since the backtracking proof p0, de�ned by µα .(0,µ .〈(1,refl) ||α〉) in our framework, is not
a value in D. �e proof p1 should rather be de�ned by9 µα .〈p0 ||µ̃a.〈subst (prf a) refl||α〉〉 which can
only be given the type 1 = 1. y

7.1.4 Subject reduction

We start by giving a few technical lemmas that will be used for proving subject reduction. First, we
will show that typing derivations allow weakening on the lists of dependencies. For this purpose,
we introduce the notation σ V σ ′ to denote that whenever a judgment is derivable with σ as list of
dependencies, then it is derivable using σ ′:

σ V σ ′ , ∀c ∀Γ ∀∆.(c : (Γ ` ∆;σ ) ⇒ c : (Γ ` ∆;σ ′)).

�is clearly implies that the same property holds when typing evaluation contexts, i.e. if σ V σ ′ then
σ can be replaced by σ ′ in any typing derivation for any context e .

Lemma 7.3 (Dependencies weakening). For any list of dependencies σ we have:

1. ∀V ..(σ {V |V } V σ ) 2. ∀σ ′.(σ V σσ ′)

Proof. �e �rst statement is obvious. �e proof of the second is straightforward from the fact that for
any p and q, by de�nition Aσ ⊂ Aσ {p |q }. �

As a corollary, we get that † can indeed be replaced by any proof term when typing a context.

Corollary 7.4. If σ V σ ′, then for any p,e,Γ,∆:

Γ | e : A ` ∆;σ {·|†} ⇒ Γ | e : A ` ∆;σ ′{·|p}.

We �rst state the usual lemmas that guarantee the safety of terms (resp. values, contexts) substitu-
tion.

Lemma 7.5 (Safe term substitution). If Γ ` t : � | ∆; ε then:

1. c : (Γ,x : �,Γ′ ` ∆;σ ) ⇒ c[t/x] : (Γ,Γ′[t/x] ` ∆[t/x];σ [t/x]),
2. Γ,x : �,Γ′ ` q : B | ∆;σ ⇒ Γ,Γ′[t/x] ` q[t/x] : B[t/x] | ∆[t/x];σ [t/x],
3. Γ,x : �,Γ′ | e : B ` ∆;σ ⇒ Γ,Γ′[t/x] | e[t/x] : B[t/x] ` ∆[t/x];σ [t/x],
4. Γ,x : �,Γ′ ` u : � | ∆;σ ⇒ Γ,Γ′[t/x] ` u[t/x] : � | ∆[t/x];σ [t/x].

Lemma 7.6 (Safe value substitution). If Γ ` V : A | ∆; ε then:

1. c : (Γ,a : A,Γ′ ` ∆;σ ) ⇒ c[V /a] : (Γ,Γ′[V /a] ` ∆[V /a];σ [V /a]),
2. Γ,a : A,Γ′ ` q : B | ∆;σ ⇒ Γ,Γ′[V /a] ` q[V /a] : B[V /a] | ∆[V /a];σ [t/x],
3. Γ,a : A,Γ′ | e : B ` ∆;σ ⇒ Γ,Γ′[V /a] | e[V /a] : B[V /a] ` ∆[V /a];σ [V /a],

8See Section 4.2.3.2 for further details on this point.
9�at is to say leta = p0 in subst a refl in natural deduction.
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4. Γ,a : A,Γ′ ` u : � | ∆;σ ⇒ Γ,Γ′[V /a] ` u[V /a] : � | ∆[V /a];σ [V /a].

Lemma 7.7 (Safe context substitution). If Γ | e : A ` ∆; ε then:

1. c : (Γ ` ∆,α : A,∆′;σ ) ⇒ c[e/α] : (Γ ` ∆,∆′;σ ),
2. Γ ` q : B | ∆,α : A,∆′;σ ⇒ Γ ` q[e/α] : B | ∆,∆′;σ ,

3. Γ | e : B ` ∆,α : A,∆′;σ ⇒ Γ | e[e/α] : B ` ∆,∆′;σ .

Proof. �e proofs are done by induction on the typing derivation. �

We can now prove the type preservation, using the previous lemmas for rules which perform a
substitution, and the list of dependencies to resolve local inconsistencies for dependent types.

�eorem 7.8 (Subject reduction). If c,c ′ are two commands of dL such that c : (Γ ` ∆; ε ) and c  c ′,
then c ′ : (Γ ` ∆; ε ).

Proof. �e proof is done by induction on the typing derivation of c : (Γ ` ∆; ε ), assuming that for each
typing proof, the conversion rules are always pushed down and right as much as possible. To save some
space, we sometimes omit the list of dependencies when empty, writing c : Γ ` ∆ instead of c : Γ ` ∆; ε ,
and we denote the composition of the consecutive (≡l ) rules as:

Γ | e : B ` ∆;σ
Γ | e : A ` ∆;σ (≡l )

where the hypothesis A ≡ B is implicit.

• Case 〈λx .p ||t · e〉 〈p[t/x]||e〉.
A typing proof for the command on the le�-hand side is of the form:

Πp

Γ,x : � ` p : A | ∆
Γ ` λx .p : ∀x�.A | ∆

(∀r )

Πt

Γ ` t : � | ∆
Πe

Γ | e : B[t/x] ` ∆; {·|†}
Γ | t · e : ∀x�.B ` ∆; {·|λx .p}

(∀l )

Γ | t · e : ∀x�.A ` ∆; {·|λx .p}
(≡l )

〈λx .p ||t · e〉 : Γ ` ∆; ε
(Cut)

We �rst deduce A[t/x] ≡ B[t/x] from the hypothesis ∀x�.A ≡ ∀x�.B. �en using that Γ,x : � `
p : A | ∆ and Γ ` t : � | ∆, by Lemma 8.4 and the fact that ∆[t/x] = ∆ we get a proof Π′p of
Γ ` p[t/x] : A[t/x] | ∆. We can thus build the following derivation:

Π′p

Γ ` p[t/x] : A[t/x] | ∆

Πe

Γ | e : B[t/x] ` ∆; {·|p[t/x]}
Γ | e : A[t/x] ` ∆; {·|p[t/x]}

(≡l )

〈p[t/x]||e〉 : Γ ` ∆
(Cut)

using Corollary 7.4 to weaken the binding to p[t/x] in Πe .

• Case 〈λa.p ||q · e〉 〈q ||µ̃a.〈p ||e〉〉.
A typing proof for the command on the le�-hand side is of the form:

Πp

Γ,a : A ` p : B | ∆
Γ ` λa.p : Πa : A.B | ∆

(→r )

Πq

Γ ` q : A′ | ∆
Πe

Γ | e : B′[q/a] ` ∆; {·|†}
Γ | q · e : Πa : A′.B′ ` ∆; {·|λa.p}
Γ | q · e : Πa : A.B ` ∆; {·|λa.p}

(≡l )

〈λa.p ||q · e〉 : Γ ` ∆
(Cut)
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If q < D, we de�ne B′q , B′ which is the only type in B′
{a |q }. Otherwise, we de�ne B′q , B′[q/a] which

is a type in B′
{a |q }. In both cases, we can build the following derivation:

Πq

Γ ` q : A′ | ∆
Γ ` q : A | ∆

(≡l )

Πp

Γ,a : A ` p : B | ∆
Γ,a : A ` p : B′ | ∆

(≡r )
Πe

Γ,a : A | e : B′q ` ∆; {a |q}{·|p}
〈p ||e〉 : Γ,a : A ` ∆; {a |q}

(Cut)

Γ | µ̃a.〈p ||e〉 : A ` ∆; {.|q}
(µ̃ )

〈q ||µ̃a.〈p ||e〉〉 : Γ ` ∆
(Cut)

using Corollary 7.4 to weaken the dependencies in Πe .

• Case 〈µα .c ||e〉 c[e/α].
A typing proof for the command on the le�-hand side is of the form:

Πc

c : Γ ` ∆,α : A
Γ ` µα .c : A | ∆

(µ )
Πe

Γ | e : A ` ∆; {·|µα .c}
〈µα .c ||e〉 : Γ ` ∆

(Cut)

We get a proof that c[e/α] : Γ ` ∆; ε is valid by Lemma 7.7.

• Case 〈V ||µ̃a.c〉 c[V /a].
A typing proof for the command on the le�-hand side is of the form:

ΠV

Γ ` V : A | ∆

Πc

c : Γ,a : A′ ` ∆; {a |V }
Γ | µ̃a.c : A′ ` ∆; {·|V }

(µ̃ )

Γ | µ̃a.c : A ` ∆; {·|V }
(≡l )

〈V ||µ̃a.c〉 : Γ ` ∆
(Cut)

We �rst observe that we can derive the following proof:
ΠV

Γ ` V : A | ∆
Γ ` V : A′ | ∆

(≡l )

and get a proof for c[V /a] : Γ ` ∆; {V |V } by Lemma 7.6. We �nally get a proof for c[V /a] : Γ ` ∆; ε by
Lemma 7.3.

• Case 〈(t ,p) ||e〉 〈p ||µ̃a.〈(t ,a) ||e〉〉, with p < V .
A proof of the command on the le�-hand side is of the form:

Πt

Γ ` t : � | ∆
Πp

Γ ` p : A[t/x] | ∆
Γ ` (t ,p) : ∃x�.A | ∆

(∃r )
Πe

Γ | e : ∃x�.A ` ∆; {·|(t ,p)}
〈(t ,p) ||e〉 : Γ ` ∆

(Cut)

We can build the following derivation:

Πp

Γ ` p : A[t/x] | ∆

Π(t,a)

Γ ` (t ,a) : ∃x�.A | ∆
(∃I )

Πe

Γ | e : ∃x�.A ` ∆; {a |p}{·|(t ,a)}
〈(t ,a) ||e〉 : Γ,a : A[t/x] ` ∆; {a |p}

(Cut)

Γ | µ̃a.〈(t ,a) ||e〉 : A[t/x] ` ∆; {·|p}
(µ̃ )

〈p ||µ̃a.〈(t ,a) ||e〉〉 : Γ ` ∆
(Cut)
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where Π(t,a) is as expected, observing that since p < D, the binding {·|(t ,p)} is the same as {·|†}, and
we can apply Corollary 7.4 to weaken dependencies in Πe .

• Case 〈prf (t ,V ) ||e〉 〈V ||e〉.
�is case is easy, observing that a derivation of the command on the le�-hand side is of the form:

Πt

ΠV

Γ ` V : A(t ) | ∆
Γ ` (t ,V ) : ∃x�.A(x ) | ∆

(∃r )

Γ ` prf (t ,V ) : A(wit (t ,V )) | ∆
(prf )

Πe

Γ | e : A(wit (t ,V )) ` ∆; {·|†}
〈prf (t ,V ) ||e〉 : Γ ` ∆

(Cut)

Since by de�nition we have A(wit (t ,V )) ≡ A(t ), we can derive:

ΠV

Γ ` V : A(t ) | ∆

Πe

Γ | e : A(wit (t ,V )) ` ∆; {·|V }
Γ | e : A(V ) ` ∆; {·|V }

(≡l )

〈prf (t ,V ) ||e〉 : Γ ` ∆
(Cut)

• Case 〈subst refl q ||e〉 〈q ||e〉.

�is case is straightforward, observing that for any terms t ,u, if we have refl : t = u, then A[t] ≡ A[u]
for any A.

• Case 〈subst p q ||e〉 〈p ||µ̃a.〈subst a q ||e〉〉.

�is case is exactly the same as the case 〈(t ,p) ||e〉.

• Case c[t] c[t ′] with t → t ′..

Immediate by observing that by de�nition of the relation ≡, we have A[t] ≡ A[t ′] for any A.
�

7.1.5 Soundness

We give here a proof of the soundness of dL with a value restriction. �e proof is based on an embedding
into the λµµ̃-calculus extended with pairs, whose syntax and rules are given in Figure 7.3. A more
interesting proof through a continuation-passing translation is presented in Section 8.3.

We �rst show that typed commands of dL normalize by translating them into the simply-typed
λµµ̃-calculus with pairs, that is to say the λµµ̃-calculus extended10 with proofs of the form (p1,p2) and
contexts of the form µ̃ (a1,a2).c . We do not consider here a particular reduction strategy, and take�
to be the contextual closure of the rules given in Figure 7.3.

�e translation essentially consists of erasing the dependencies in types11, turning the dependent
products into arrows and the dependent sum into a pair. �e erasure procedure is de�ned by:

(∀x�.A)∗ , �→ A∗ >∗ , �→ �

(∃x�.A)∗ , � ∧A∗ ⊥∗ , �→ �

(Πa : A.B)∗ , A∗ → B∗ (t = u)∗ , �→ �

and the corresponding translation for terms, proofs, contexts and commands:
10�is corresponds to the addition of pairs and projections in the λ-calculus to obtain the λ×-calculus in Section 2.4.1.
11�e use of erasure functions is a very standard technique in the systems of the λ-cube, see for instance [133] or [158].
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Proofs p ::= V | µα .c | (p1,p2)
Values V ::= a | λa.p | (V1,V2)
Contexts e ::= α | p · e | µ̃a.c | µ̃ (a1,a2).c
Commands c ::= 〈p ||e〉

Γ ` p1 : A1 | ∆ Γ ` p2 : A2 | ∆

Γ ` (p1,p2) : A1 ∧A2 | ∆
(∧r )

c : Γ,a1 : A1,a2 : A2 ` ∆
Γ | µ̃ (a1,a2).c : A1 ∧A2 ` ∆

(∧l )

(a) Syntax (b) Typing rules

〈µα .c ||e〉 � c[e/α]
〈λa.p ||q · e〉 � 〈q ||µ̃a.〈p ||e〉〉
〈p ||µ̃a.c〉 � c[p/a]

〈(p1,p2) ||µ̃ (a1,a2).c〉 � c[p1/a1][p2/a2]
µα .〈p ||α〉 � p
µ̃a.〈a ||e〉 � e

(c) Reduction rules

Figure 7.3: λµµ̃-calculus with pairs

〈p ||e〉∗ , 〈p∗ ||e∗〉

α∗ , α

(t · e )∗ , t∗ · e∗

(q · e )∗ , q∗ · e∗

(µ̃a.c )∗ , µ̃a.c∗

x∗ , x

n∗ , n̄

(wit p)∗ , π1 (p
∗)

a∗ , a

refl∗ , λx .x

(λa.p)∗ , λa.p∗

(λx .p)∗ , λx .p∗

(µα .c )∗ , µα .c∗

(prf p)∗ , π2 (p
∗)

(t ,p)∗ , µα .〈p∗ ||µ̃a.〈(t∗,a) ||α〉〉

(subst V q)∗ , µα .〈q∗ ||α〉

(subst p q)∗ , µα .〈p∗ ||µ̃ .〈µα .〈q∗ ||α〉||α〉〉 (p < V )

where πi (p) , µα .〈p ||µ̃ (a1,a2).〈a1 ||α〉〉. �e term n̄ is de�ned as any encoding of the natural number n
with its type�∗, the encoding being irrelevant here as long as n̄ ∈ V . Note that we translate di�erently
subst V q and subst p q to simplify the proof of Proposition 7.11.

We �rst show that the erasure procedure is adequate with respect to the previous translation.

Lemma 7.9. �e following holds for any types A and B:

1. For any terms t and u, (A[t/u])∗ = A∗.

2. For any proofs p and q, (A[p/q])∗ = A∗.

3. If A ≡ B then A∗ = B∗.

4. For any list of dependencies σ , if A ∈ Bσ , then A∗ = B∗.

Proof. Straightforward: 1 and 2 are direct consequences of the erasure of terms (and thus proofs) from
types. 3 follows from 1,2 and the fact that (t = u)∗ = >∗ = ⊥∗. 4 follows from 2. �

We can extend the erasure procedure to typing contexts, and show that it is adequate with respect
to the translation of proofs.

Proposition 7.10. �e following holds for any contexts Γ,∆ and any type A:

1. For any command c , if c : Γ ` ∆;σ , then c∗ : Γ∗ ` ∆∗.

2. For any proof p, if Γ ` p : A | ∆;σ , then Γ∗ ` p∗ : A∗ | ∆∗.

3. For any context e , if Γ | e : A ` ∆;σ , then Γ∗ | e∗ : A∗ ` ∆∗.
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Proof. By induction on typing derivations. �e fourth item of the previous lemma shows that the list of
dependencies becomes useless: since A ∈ Bσ implies A∗ = B∗ , it is no longer needed for the (cut)-rule.
Consequently, it can also be dropped for all the other cases. �e case of the conversion rule is a direct
consequence of the third case. For refl, we have by de�nition, refl∗ = λx .x : �∗ → �∗.

�e only non-direct cases are subst p q, with p not a value, and (t ,p). To prove the former with
p < V , we have to show that if:

Γ ` p : t = u | ∆;σ Γ ` q : B[t/x] | ∆;σ
Γ ` subst p q : B[u/x] | ∆;σ

(subst)

then subst p q∗ = µα .〈p∗ ||µ̃ .〈µα .〈q∗ ||α〉||α〉〉 : B[u/x]∗. According to Lemma 7.9, we have B[u/x]∗ =
B[t/x]∗ = B∗. By induction hypothesis, we have proofs of Γ∗ ` p∗ : �∗ → �∗ | ∆∗ and Γ∗ ` q∗ : B | ∆∗.
Using the notation ηq∗ , µα .〈q∗ ||α〉, we can derive:

Γ∗ ` p∗ : �∗ → �∗ | ∆∗

Γ∗ ` q∗ : B∗ | ∆∗

Γ∗ ` ηq∗ : B∗ | ∆∗ α : B∗ ` α : B∗

〈ηq∗ ||α〉 : Γ ` ∆∗,α : B∗ (Cut)

Γ∗ | µ̃ .〈ηq∗ ||α〉 : B∗ ` ∆∗,α : B∗
(µ̃ )

〈p∗ ||µ̃ .〈ηq∗ ||α〉〉 : Γ∗ ` ∆∗,α : B∗ (Cut)

Γ∗ ` µα .〈p∗ ||µ̃ .〈ηq∗ ||α〉〉 : B∗ | ∆∗
(µ )

�e case subst V q is easy since (subst V q)∗ = ~q�p has type B∗ by induction. Similarly, the proof
for the case (t ,p) corresponds to the following derivation:

Γ∗ ` p∗ :A∗|∆∗

Γ∗ ` t∗ : � |∆∗ a : A∗ ` a : A∗
Γ∗,a : A∗ ` (t∗,a) : �∧A∗ |∆∗

(∧r )
α : �∧A∗ ` α : �∧A∗

〈(t∗,a) ||α〉 : Γ,a : A∗ ` ∆∗,α : �∧A∗
(Cut)

Γ∗ | µ̃a.〈(t∗,a) ||α〉 : A∗ ` ∆∗,α : �∧A∗
(µ̃ )

〈p∗ ||µ̃a.〈(t∗,a) ||α〉〉 : Γ∗ ` ∆∗,α : �∧A∗
(Cut)

Γ∗ ` µα .〈p∗ ||µ̃a.〈(t∗,a) ||α〉〉 : � ∧A∗ | ∆∗
(µ )

�

We can then deduce the normalization of dL from the normalization of the λµµ̃-calculus [141], by
showing that the translation preserves the normalization in the sense that if c does not normalize, then
neither does c∗.

Proposition 7.11. If c is a command such that c∗ normalizes, then c normalizes.

Proof. We will actually prove a slightly more precise statement:

∀c1,c2, (c1
1
 c2 ⇒ ∃n ≥ 1, (c1)

∗
n
� (c2)

∗).

Assuming it holds, we get from any in�nite reduction path (for  ) starting from c another in�nite
reduction path (for�) from c∗. �us, the normalization of c∗ implies the one of c .

It remains to prove the previous statement, that is an easy induction on the reduction rule .

• Case wit (t ,V ) → t :.

(wit (t ,V ))∗ = π1 (µα .〈V
∗ ||µ̃a.〈(t∗,a) ||α〉〉)

� π1 (µα .〈(t
∗,V ∗) ||α〉)

� π1 (t
∗,V ∗)

= µα .〈(t∗,t∗) ||µ̃ (a1,a2).〈a1 ||α〉〉
� µα .〈t∗ ||α〉� t∗
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• Case 〈µα .c ||e〉 c[e/α]:.

(〈µα .c ||e〉)∗ = 〈µα .c∗ ||e∗〉� c∗[e∗/α] = c[e/α]∗

• Case 〈V ||µ̃a.c〉 c[V /a]:
.

(〈V ||µ̃a.c〉)∗ = 〈V ∗ ||µ̃a.c∗〉� c∗[V ∗/a] = c[V /a]∗

• Case 〈λa.p ||q · e〉 〈q ||µ̃a.〈p ||e〉〉:.

(〈λa.p ||q · e〉)∗ = 〈λa.p∗ ||q∗ · e∗〉
� 〈q∗ ||µ̃a.〈p∗ ||e∗〉〉
= (〈q ||µ̃a.〈p ||e〉〉)∗

• Case 〈λx .p ||t · e〉 〈p[t/x]||e〉:.

〈λx .p ||t · e〉∗ = 〈λx .p∗ ||t∗ · e∗〉
� 〈t∗ ||µ̃x .〈p∗ ||e∗〉〉
� 〈p∗[t∗/x]||e∗〉 = (〈p[t/x]||e〉)∗

• Case 〈(t ,p) ||e〉 〈p ||µ̃a.〈(t ,a) ||e〉〉:.

(〈(t ,p) ||e〉)∗ = 〈µα .〈p∗ ||µ̃a.〈(t∗,a) ||α〉〉||e∗〉
� 〈p∗ ||µ̃a.〈(t∗,a) ||e∗〉〉
= (〈p ||µ̃a.〈(t ,a) ||e〉〉)∗.

• Case 〈prf (t ,V ) ||e〉 〈V ||e〉:.

(〈prf (t ,V ) ||e〉)∗ = 〈π2 (µα .〈V
∗ ||µ̃a.〈(t∗,a) ||α〉〉) ||e∗〉

� 〈π2 (µα .〈(t
∗,V ∗) ||α〉) ||e∗〉

� 〈π2 (t
∗,V ∗) ||e∗〉

= 〈µα .〈(t∗,V ∗) ||µ̃ (a1,a2).〈a2 ||α〉〉||e
∗〉

= 〈(t∗,V ∗) ||µ̃ (a1,a2).〈a2 ||e
∗〉〉

� 〈V ∗ ||e∗〉 = (〈V ||e〉)∗

• Case 〈subst refl q ||e〉 〈q ||e〉:.

(〈subst refl q ||e〉)∗ = 〈µα .〈q∗ ||α〉||e∗〉
� 〈q∗ ||e∗〉 = (〈q ||e〉)∗

• Case 〈subst p q ||e〉 〈p ||µ̃a.〈subst a q ||e〉〉 (with p < V ):.

(〈subst p q ||e〉)∗ = 〈µα .〈p∗ ||µ̃ .〈µα .〈q∗ ||α〉||α〉〉||e∗〉
� 〈p∗ ||µ̃ .〈µα .〈q∗ ||α〉||e∗〉〉
� 〈µα .〈q∗ ||α〉||e∗〉 = (〈subst a q ||e〉)∗

�

�eorem 7.12. If c : (Γ ` ∆; ε ), then c normalizes.

Proof. Proof by contradiction: if c does not normalize, then by Proposition 7.11 neither does c∗. How-
ever, by Proposition 7.10 we have that c∗ : Γ∗ ` ∆∗. �is is absurd since any well-typed command of
the λµµ̃-calculus normalizes [141]. �
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Using the normalization, we can �nally prove the soundness of the system.

�eorem 7.13 (Soundness). For any p ∈ dL, we have 0 p : ⊥ .

Proof. We actually start by proving by contradiction that a command c ∈ dL cannot be well-typed with
empty contexts. Indeed, let us assume that there is such a command c : (`). By normalization, we can
reduce it to c ′ = 〈p ′ ||e ′〉 in normal form and for which we have c ′ : (`) by subject reduction. Since c ′
cannot reduce and is well-typed, p ′ is necessarily a value and cannot be a free variable. �us, e ′ cannot
be of the shape µ̃a.c ′′ and every other possibility is either ill-typed or admits a reduction, which are
both absurd.

We can now prove the soundness by contradiction. Assuming that there is a proof p such that
` p : ⊥, we can form the well-typed command 〈p ||?〉 : (` ? : ⊥) where ? is any fresh α-variable.
�e previous result shows that p cannot drop the context ? when reducing, since it would give rise
to command c : (`). We can still reduce 〈p ||?〉 to a command c in normal form, and see that c it has
to be of the shape 〈V ||?〉 (by the same kind of reasoning, using the fact that c cannot reduce and that
c : (` ? : ⊥) by subject reduction). �erefore, V is a value of type ⊥. Since there is no typing rule that
can give the type ⊥ to a value, this is absurd. �

7.1.6 Toward a continuation-passing style translation

�e di�culty we encountered while de�ning our system mostly came from the interaction between
classical control and dependent types. Removing one of these two ingredients leaves us with a sound
system in both cases. Without dependent types, our calculus amounts to the usual λµµ̃-calculus. And
without classical control, we would obtain an intuitionistic dependent type theory that we could easily
prove sound.

To prove the correctness of our system, we might be tempted to de�ne a translation to a subsystem
without dependent types, or classical control. We will discuss later in Section 7.4 a solution to handle
the dependencies. We will focus here on the possibility of removing the classical part from dL, that
is to de�ne a translation that gets rid of the classical control. �e use of continuation-passing style
translations to address this issue is very common, and it was already studied for the simply-typed
λµµ̃-calculus [33]. However, as it is de�ned to this point, dL is not suitable for the design of a CPS
translation.

Indeed, in order to �x the problem of desynchronization of typing with respect to the execution,
we have added an explicit list of dependencies to the type system of dL. Interestingly, if this solved
the problem inside the type system, the very same phenomenon happens when trying to de�ne a CPS-
translation carrying the type dependencies.

Let us consider, as discussed in Section 7.1.3, the case of a command 〈q ||µ̃a.〈p ||e〉〉 with p : B[a] and
e : B[q]. Its translation is very likely to look like:

~q� ~µ̃a.〈p ||e〉� = ~q� (λa.(~p� ~e�)),

where ~p� has type (B[a] → ⊥) → ⊥ and ~e� type B[q] → ⊥, hence the sub-term ~p� ~e� will be
ill-typed. �erefore, the �x at the level of typing rules is not satisfactory, and we need to tackle the
problem already within the reduction rules.

We follow the idea that the correctness is guaranteed by the head-reduction strategy, preventing
〈p ||e〉 from reducing before the substitution of a was made. We would like to ensure the same thing
happens in the target language (that will also be equipped with a head-reduction strategy), namely
that ~p� cannot be applied to ~e� before ~q� has furnished a value to substitute for a. �is would
correspond informally to the term12:

(~q�(λa.~p�))~e�.

12We will see in Section 7.3.4 that such a term could be typed by turning the type A → ⊥ of the continuation that ~q� is
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Assuming that q eventually produces a value V , the previous term would indeed reduce as follows:

(~q�(λa.~p�))~e� → ((λa.~p�) ~V �) ~e� → ~p�[~V �/a] ~e�

Since ~p�[~V �/a] now has a type convertible to (B[q] → ⊥) → ⊥, the term that is produced in the
end is well-typed.

�e �rst observation is that if q, instead of producing a value, was a classical proof throwing the
current continuation away (for instance µα .c where α < FV (c )), this would lead to the unsafe reduction:

(λα .~c�(λa.~p�))~e� → ~c� ~e�.

Indeed, through such a translation, µα would only be able to catch the local continuation, and the term
ends in ~c�~e� instead of ~c�. We thus need to restrict ourselves at least to proof terms that could not
throw the current continuation.

�e second observation is that such a term suggests the use of delimited continuations13 to tem-
porarily encapsulate the evaluation of q when reducing such a command:

〈λa.p ||q · e〉  〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉.

�is command is safe under the guarantee that q will not throw away the continuation µ̃a.〈p ||t̂p〉, and
will mimic the aforedescribed reduction:

〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉  〈µt̂p.〈V ||µ̃a.〈p ||t̂p〉〉||e〉  〈µt̂p.〈p[V /a]||t̂p〉||e〉  〈p[V /a]||e〉.

�is will also allow us to restrict the use of the list of dependencies to the derivation of judgments in-
volving a delimited continuation, and to fully absorb the potential inconsistency in the type of t̂p. In Sec-
tion 7.2, we will extend the language according to this intuition, and see how to design a continuation-
passing style translation in Section 8.3.

7.2 Extension of the system

7.2.1 Limits of the value restriction

In the previous section, we strictly restricted the use of dependent types to proof terms that are val-
ues. In particular, even though a proof term might be computationally equivalent to some value (say
µα .〈V ||α〉 and V for instance), we cannot use it to eliminate a dependent product, which is unsatisfac-
tory. We will thus relax this restriction to allow more proof terms within dependent types.

We can follow several intuitions. First, we saw in the previous section that we could actually allow
any proof terms as long as its CPS translation uses its continuation and uses it only once. We do not
have such a translation yet, but syntactically, these are the proof terms that can be expressed (up to
α-conversion) in the λµµ̃-calculus with only one continuation variable (that we call? in Figure 7.4), and
which do not contain application14. We insist on the fact that this de�nes a syntactic subset of proofs.
Indeed,? is only a notation and any proof de�ned with only one continuation variable is α-convertible
to denote this continuation variable with ?. For instance, µα .〈µβ〈V ||β〉||α〉 belongs to this category
since:

µα .〈µβ〈V ||β〉||α〉 =α µ?.〈µ?.〈V ||?〉||?〉

waiting for into a (dependent) type Πa : A.R[a] parameterized by R. �is way we could have ~q� : ∀R.(Πa : A.R[a] → R[q])
instead of ~q� : ((A→ ⊥) → ⊥). For R[a] := (B (a) → ⊥) → ⊥, the whole term is well-typed. Readers should now be familiar
with realizability and also note that such a term is realizable, since it eventually terminates on a correct term ~p[q/a]� ~e�.

13We stick here to the presentations of delimited continuations in [72, 5], where t̂p is used to denote the top-level delimiter.
14Indeed, λa.p is a value for any p, hence proofs like µα .〈λa.p ||q · α〉 can drop the continuation in the end once p becomes

the proof in active position.
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Proofs p ::= · · · | µt̂p.ct̂p
Delimited ct̂p ::= 〈pN ||et̂p〉 | 〈p ||t̂p〉

continuations et̂p ::= µ̃a.ct̂p

nef pN ::= V | (t ,pN ) | µ?.cN
fragment | prf pN | subst pN qN

cN ::= 〈pN ||eN 〉
eN ::= ? | µ̃a.cN

(a) Language

〈µα .c ||e〉  c[e/α]
〈λa.p ||q · e〉

q∈nef
 〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉

〈λa.p ||q · e〉  〈q ||µ̃a.〈p ||e〉〉
〈λx .p ||Vt · e〉  〈p[Vt/x]||e〉
〈Vp ||µ̃a.c〉  c[Vp/a]
〈(Vt ,p) ||e〉

p<V
 〈p ||µ̃a.〈(Vt ,a) ||e〉〉

〈prf (Vt ,Vp ) ||e〉  〈Vp ||e〉

〈prf p ||e〉  〈µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉||e〉

〈subst p q ||e〉
p<V
 〈p ||µ̃a.〈subst a q ||e〉〉

〈subst refl q ||e〉  〈q ||e〉

〈µt̂p.〈p ||t̂p〉||e〉  〈p ||e〉
c → c ′ ⇒ 〈µt̂p.c ||e〉 〈µt̂p.c ′ ||e〉

wit p → t ⇐ ∀α ,〈p ||α〉 〈(t ,p ′) ||α〉
t → t ′ ⇒ c[t]  c[t ′]

where:

Vt ::= x | n Vp ::= a | λa.p | λx .p | (Vt ,Vp ) | refl c[t] ::= 〈(t ,p) ||e〉 | 〈λx .p ||t · e〉

(b) Reduction rules

Figure 7.4: dLt̂p: extension of dL with delimited continuations

Interestingly, this corresponds exactly to the so-called negative-elimination-free (nef) proofs of Herbe-
lin [71]. To interpret the axiom of dependent choice, he designed a classical proof system with depen-
dent types in natural deduction, in which the dependent types allow the use of nef proofs.

Second, Lepigre de�ned in a recent work [109] a classical proof system with dependent types, where
the dependencies are restricted to values. However, the type system allows derivations of judgments
up to an observational equivalence, and thus any proof computationally equivalent to a value can be
used. In particular, any proof in the nef fragment is observationally equivalent to a value, and hence
is compatible with the dependencies of Lepigre’s calculus.

From now on, we consider dLt̂p the system dL of Section 7.1 extended with delimited continuations,
and de�ne the fragment of negative-elimination-free proof terms (nef). �e syntax of both categories is
given by Figure 7.4, the proofs in the nef fragment are considered up to α-conversion for the context
variables15. �e reduction rules, given in Figure 7.4, are slightly di�erent from the rules in Section 7.1.
In the case 〈λa.p ||q · e〉with q ∈ nef (resp. 〈prf p ||e〉), a delimited continuation is now produced during
the reduction of the proof term q (resp. p) that is involved in the list of dependencies. As terms can now
contain proofs which are not values, we enforce the call-by-value reduction by requiring that proof
values only contain term values. We elude the problem of reducing terms, by de�ning meta-rules for
them16. We add standard rules for delimited continuations [72, 5], expressing the fact that when a proof
µt̂p.c is in active position, the current context is temporarily frozen until c is fully reduced.

15We actually even consider α-conversion for delimited continuations t̂p, to be able to insert such terms inside a type, even
though it might seem strange it will make sense when proving subject reduction.

16 Everything works as if when reaching a state where the reduction of a term is needed, we had an extra abstract machine
to reduce it. Note that this abstract machine could possibly need another machine itself, etc… We could actually solve this
by making the reduction of terms explicit, introducing for instance commands and contexts for terms with the appropriate
typing rules. However, this is not necessary from a logical point of view and it would signi�cantly increase the complexity
of the proofs, therefore we rather chose to stick to the actual presentation.
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Regular mode:

Γ ` p : A | ∆ Γ | e : A′ ` ∆{·|p}
〈p ||e〉 : Γ ` ∆ (Cut)

(a : A) ∈ Γ
Γ ` a : A | ∆ (Axr )

(α : A) ∈ ∆
Γ | α : A ` ∆ (Axl )

c : (Γ ` ∆,α : A)
Γ ` µα .c : A | ∆

(µ )
c : (Γ,a : A ` ∆)
Γ | µ̃a.c : A ` ∆

(µ̃ )

Γ,a : A ` p : B | ∆
Γ ` λa.p : Πa : A.B | ∆

(→r )
Γ ` q : A | ∆ Γ | e : B[q/a] ` ∆ q < D ⇒ a < FV (B)

Γ | q · e : Πa : A.B ` ∆ (→l )

Γ,x : � ` p : A | ∆
Γ ` λx .p : ∀x�.A | ∆

(∀l )
Γ ` t : � ` ∆ Γ | e : A[t/x] ` ∆

Γ | t · e : ∀x�.A ` ∆
(∀r )

Γ ` t : � | ∆ Γ ` p : A(t ) | ∆
Γ ` (t ,p) : ∃x�.A(x ) | ∆

(∃r )
Γ ` p : ∃x�.A(x ) | ∆ p ∈ D

Γ ` prf p : A(wit p) | ∆
prf

Γ ` p : A | ∆ A ≡ B

Γ ` p : B | ∆ (≡r )
Γ | e : A ` ∆ A ≡ B

Γ | e : B ` ∆ (≡l )

Γ ` p : t = u | ∆ Γ ` q : B[t/x] | ∆
Γ ` subst p q : B[u/x] | ∆

(subst)
Γ ` t : � | ∆

Γ ` refl : t = t | ∆
(refl)

Γ,x : � ` x : � | ∆ (Axt )
n ∈ �

Γ ` n : � | ∆
(Axn )

Γ ` p : ∃xA(x ) | ∆ p ∈ D

Γ ` wit p : � | ∆ (wit )

Dependent mode:

c : (Γ `d ∆, t̂p : A; ε )
Γ ` µt̂p.c : A | ∆

(µ t̂p)
Γ ` p : A | ∆ Γ | e : A `d ∆, t̂p : B;σ {·|p}

〈p ||e〉 : Γ `d ∆, t̂p : B;σ
(Cutd )

B ∈ Aσ
Γ | t̂p : A `d ∆, t̂p : B;σ {·|p}

(t̂p)
c : (Γ,a : A `d ∆, t̂p : B;σ {a |p})
Γ | µ̃a.c : A `d ∆, t̂p : B;σ {·|p}

(µ̃d )

Figure 7.5: Type system for dLt̂p
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7.2.2 Delimiting the scope of dependencies

For the typing rules, we can extend the set D to be the nef fragment:

D , nef

and we now distinguish two modes. �e regular mode corresponds to a derivation without dependency
issues whose typing rules are the same as in Figure 7.2 without the list of dependencies; plus the new
rule of introduction of a delimited continuation t̂pI . �e dependent mode is used to type commands
and contexts involving t̂p, and we use the symbol `d to denote the sequents. �ere are three rules: one
to type t̂p, which is the only one where we use the dependencies to unify dependencies; one to type
context of the form µ̃a.c (the rule is the same as the former rule for µ̃a.c in Section 7.1); and a last one
to type commands 〈p ||e〉, where we observe that the premise for p is typed in regular mode.

Additionally, we need to extend the congruence to make it compatible with the reduction of nef
proof terms (that can now appear in types), thus we add the rules:

A[p] . A[q] if ∀α (〈p ||α〉 〈q ||α〉)
A[〈q ||µ̃a.〈p ||?〉〉] . A[〈p[q/a]||?〉] with p,q ∈ nef

Due to the presence of nef proof terms (which contain a delimited form of control) within types
and list of dependenciess, we need the following technical lemma to prove subject reduction.

Lemma 7.14. For any context Γ,∆, any type A and any e,µ?.c :

〈µ?.c ||e〉 : Γ `d ∆, t̂p : B; ε ⇒ c[e/?] : Γ `d ∆, t̂p : B; ε .

Proof. By de�nition of the nef proof terms, µ?.c is of the general form
µ?.c = µ?.〈p1 ||µ̃a1.〈p2 ||µ̃a2.〈. . .||µ̃an−1.〈pn ||?〉〉〉〉. For simplicity reasons, we will only give the
proof for the case n = 2, so that a derivation for the hypothesis is of the form (we assume the
conv-rules have been pushed to the le� of cuts):

Π1
Γ ` p1 : A1 | ∆,? : A

Π2
Γ,a1 : A1 ` p2 : A | ∆,? : A · · · | ? : A ` ∆,? : A

〈p2 ||?〉 : Γ,a1 : A1 ` ∆,? : A (Cut)

Γ | µ̃a1.〈p2 ||?〉 : A1 ` ∆,? : A
(µ̃ )

〈p1 ||µ̃a1.〈p2 ||?〉〉 : Γ ` ∆,? : A (Cut)

Γ ` µ?.〈p1 ||µ̃a1.〈p2 ||?〉〉 : A | ∆
(µ )

Γ ` µ?.c : A | ∆
Πe

Γ | e : A `d ∆, t̂p : B; {·|µ?.c}
〈µ?.c ||e〉 : Γ `d ∆, t̂p : B; ε

(Cut)

�us, we have to show that we can turn Πe into a derivation Π′e of Γ | e : A `d ∆t̂p; {a1 |p1}{·|p2}

with ∆t̂p , ∆, t̂p : B, since this would allow us to build the following derivation:

Π1
Γ ` p1 : A1 | ∆

Π2
Γ,a1 : A1 ` p2 : A | ∆

Π′e
· · · | e : A `d ∆t̂p; {a1 |p1}{·|p2}

〈p2 ||?〉 : Γ,a1 : A1 ` ∆t̂p; {a1 |p1}
(Cut)

Γ | µ̃a1.〈p2 ||e〉 : A1 `d ∆t̂p; {·|p1}
(µ̃ )

〈p1 ||µ̃a1.〈p2 ||e〉〉 : Γ `d ∆t̂p; ε (Cut)

It su�ces to prove that if the list of dependencies was used in Πe to type t̂p, we can still give a derivation
with the new one. In practice, it corresponds to showing that for any variable a and any σ :

{a |µ?.c}σ V {a1 |p1}{a |p2}σ .
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For any A ∈ Bσ , by de�nition we have:

A[µ?.〈p1 ||µ̃a1.〈p2 ||?〉〉/b] ≡ A[µ?.〈p2[p1/a1]||?〉/b]
≡ A[p2[p1/a1]/b] = A[p2/b][p1/a1].

Hence for any A ∈ B {a |µ?.c }σ , there exists A′ ∈ B {a1 |p1 } {a |p2 }σ such that A ≡ A′, and we can derive:

A′ ∈ B {a1 |p1 } {a |p2 }σ

Γ | t̂p : A′ `d ∆, t̂p : B; {a1 |p1}{b |p2}σ A ≡ A′

Γ | t̂p : A `d ∆, t̂p : B; {a1 |p1}{b |p2}σ
(≡l )

�

We can now prove subject reduction for dLt̂p.

�eorem 7.15 (Subject reduction). If c,c ′ are two commands of dLt̂p such that c : (Γ ` ∆) and c  c ′,
then c ′ : (Γ ` ∆).

Proof. Actually, the proof is slightly easier than for �eorem 7.8, because most of the rules do not
involve dependencies. We only give some key cases.

• Case 〈λa.p ||q · e〉 〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉 with q ∈ nef.
A typing derivation for the command on the le� is of the form:

Πp

Γ,a : A ` p : B | ∆
Γ ` λa.p : Πa : A.B | ∆

(→l )

Πq

Γ ` q : A | ∆
Πe

Γ | e : B[q/a] ` ∆
Γ | q · e : Πa : A.B ` ∆

(→l )

〈λa.p ||q · e〉 : Γ ` ∆
(Cut)

We can thus build the following derivation for the command on the right:
Πq

Γ ` q : A | ∆ Πp

〈q ||µ̃a.〈p ||t̂p〉〉 : Γ `d ∆, t̂p : B[q]; ε
(Cut)

Γ ` µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉 | ∆
(µ t̂p)

Πe

Γ | e : B[q/a] ` ∆
〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉 : Γ ` ∆

(Cut)

Πp =

Πp

Γ,a : A ` p : B[a] | ∆
B[q] ∈ (B[a]){a |q }

Γ | t̂p : B[a] `d ∆, t̂p : B[q]; {a |q}{·|†}
(t̂p)

〈p ||t̂p〉 : Γ,a : A `d ∆, t̂p : B[q]; {a |q}
(Cut)

Γ | µ̃a.〈p ||t̂p〉 : A `d ∆, t̂p : B[q]; {·|q}
(µ̃ )

• Case 〈prf p ||e〉 〈µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉||e〉.
We prove it in the most general case, that is when this reduction occurs under a delimited con-
tinuation. A typing derivation for the command on the le� has to be of the form:

Πp

Γ ` p : ∃x .A(x ) | ∆
Γ ` prf p : A(wit p) | ∆

(prf )
Πe

Γ | e : A(wit p) `d ∆, t̂p : B;σ {·| prf p}

〈prf p ||e〉 : Γ `d ∆, t̂p : B;σ
(Cut)

�e proof p being nef, so is µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉, and by de�nition of the reduction for types,
we have for any type A that:

A[prf p] .A[µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉],
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so that we can prove that for any b:

σ {b | prf p} V σ {b |µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉}.

�us, we can turn Πe into Π′e a derivation of the same sequent except for the list of dependenciess
that is changed to σ {·|µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉}. We conclude the proof of this case by giving the
following derivation:

Πp

Γ ` p : ∃x .A(x ) | ∆
〈p ||µ̃a.〈prf a ||t̂p〉〉Γ `d | ∆, t̂p : A(wit p); ε

(Cut)
Πt̂p

Γ ` µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉 : A(wit p) | ∆
(µ t̂p)

with Πt̂p the following derivation where we removed Γ and ∆ when irrelevant:

a : ∃x .A ` a : ∃x .A
a : ∃x .A ` prf a : A(wit a)

(prf )
A(wit p) ∈ (A(wit a)){a |p }

t̂p : A(wit a) `d t̂p : A(wit p); {a |p}
(t̂p)

〈prf a ||t̂p〉 : Γ,a : ∃x .A(x ) `d ∆, t̂p : A(wit p); {a |p}
(Cut)

Γ | µ̃a.〈prf a ||t̂p〉 : ∃x .A(x ) `d ∆, t̂p : A(wit p); {·|p}
(µ̃ )

• Case 〈µt̂p.〈p ||t̂p〉||e〉 〈p ||e〉.
�is case is trivial, because in a typing derivation for the command on the le�, t̂p is typed with
an empty list of dependencies, thus the type of p,e and t̂p coincides.

• Case 〈µt̂p.c ||e〉 〈µt̂p.c ′ ||e〉 with c  c ′.
�is case corresponds exactly to �eorem 7.8, except for the rule 〈µα .c ||e〉  c[e/α], since µα .c
is a nef proof term (remember we are inside a delimited continuation), but this corresponds
precisely to Lemma 7.14.

�

Remark 7.16. Interestingly, we could have already takenD , nef in dL and still be able to prove the
subject reduction property. �e only di�erence would have been for the case 〈µα .c ||e〉 c[e/α] when
µα .c is nef. Indeed, we would have had to prove that such a reduction step is compatible with the list
of dependencies, as in the proof for dLt̂p, which essentially amounts to Lemma 7.14. �is shows that
the relaxation to the nef fragment is valid even without delimited continuations.

To sum up, the restriction to nef is su�cient to obtain a sound type system, but is not enough to
obtain a calculus suitable for a continuation-passing style translation. As we will now see, delimited
continuations are crucial for the soundness of the CPS translation. Observe that they also provide us
with a type system in which the scope of dependencies is more delimited. y

7.3 A continuation-passing style translation

We shall now see how to de�ne a continuation-passing style translation from dLt̂p to an intuitionis-
tic type theory, and use this translation to prove the soundness of dLt̂p. Continuation-passing style
translations are indeed very useful to embed languages with classical control into purely functional
ones [63, 33]. From a logical point of view, they generally amount to negative translations that allow
to embed classical logic into intuitionistic logic [43]. Yet, we know that removing classical control (i.e.
classical logic) of our language leaves us with a sound intuitionistic type theory. We will now see how
to design a CPS translation for our language which will allow us to prove its soundness.
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t ::= x | n̄ | wit p (n ∈ �)
p ::= a | λa.p | λx .p | p q | p t

| (t ,p) | prf p | refl | subst p q

A,B ::= > | ⊥ | t = u | Πa : A.B
| ∀x�A | ∃x�A | ∀X .A

(λx .p) t →β p[t/x]
(λa.p) q →β p[q/a]

p q →β p ′q (if p →β p
′)

k (wit (t ,p)) →β k t
prf (t ,p) →β p

subst refl q →β q

(a) Language and formulas (b) Reduction rules

Γ ` n̄ : � (Axn )
(x : �) ∈ Γ
Γ ` x : � (Axt )

(a : A) ∈ Γ
Γ ` a : A

(Axp )

Γ,a : A ` p : B
Γ ` λa.p : Πa : A.B

(→I )
Γ ` p : Πa : A.B Γ ` q : A

Γ ` p q : B[q/a]
(→E )

Γ,x : � ` p : A
Γ ` λx .p : ∀x�A

(∀1
I )

Γ ` p : ∀x�A Γ ` t : �
Γ ` p t : A[t/x]

(∀1
E )

Γ ` p : A X < FV (Γ)

Γ ` p : ∀X .A (∀2
I )

Γ ` p : ∀X .A
Γ ` p : A[P/X ]

(∀2
E )

Γ ` t : � Γ ` p : A[u/x]
Γ ` (t ,p) : ∃x�A

(∃I )
Γ ` p : ∃x�A

Γ ` prf p : A(wit p)
(prf )

Γ ` p : ∃x�A
Γ ` wit p : � (wit )

Γ ` refl : x = x
(refl)

Γ ` q : t = u Γ ` q : A[t]
Γ ` subst p q : A[u]

(subst)
Γ ` p : A A ≡ B

Γ ` p : B (CONV)

(c) Type system

Figure 7.6: Target language

7.3.1 Target language

We choose the target language to be an intuitionistic theory in natural deduction that has exactly the
same elements as dLt̂p, except the classical control. �e language distinguishes between terms (of type
�) and proofs, it also includes dependent sums and products for types referring to terms as well as a
dependent product at the level of proofs. As it is common for CPS translations, the evaluation follows
a head-reduction strategy. �e syntax of the language and its reduction rules are given by Figure 7.6.

�e type system, also presented in Figure 7.6, is de�ned as expected, with the addition of a second-
order quanti�cation that we will use in the sequel to re�ne the type of translations of terms and nef
proofs. As for dLt̂p the type system has a conversion rule, where the relation A ≡ B is the symmetric-
transitive closure of A . B, de�ned once again as the congruence over the reduction −→ and by the
rules:

0 = 0 B > 0 = S (u) B ⊥
S (t ) = 0 B ⊥ S (t ) = S (u) B t = u .

7.3.2 Translation of proofs and terms

We can now de�ne the continuation-passing style translation of terms, proofs, contexts and commands.
�e translation is given in Figure 7.7, in which we tag some lambdas with a bullet λ• for technical
reasons. �e translation for delimited continuation follows the intuition we presented in Section 7.1.6,
and the de�nition for stacks t · e and q · e (with q nef) inlines the reduction producing a command with
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~wit p�t , λk .~p�p (λ
•q.k (wit q))

~x�t , λk .k x

~a�V , a

~λa.p�V , λ•a.~p�p
~(Vt ,Vp )�V , (~Vt �V ,~V �V )

~V �p , λk .k ~V �V
~µα .c�p , λ•α .~c�c
~prf p�p , λ•k .(~p�p (λ

•qλk ′.k ′ (prf q))) k

~(t ,p)�p , λ•k .~p�p (~t�t (λxλ
•a.k (x ,a)))

~subst V q�p , λk .~q�p (λ
•q′.k (subst ~V �V q′)))

~subst p q�p , λk .~p�p (λ
•p ′.~q�p (λ

•q′.k (subst p ′q′))) (p < V )

~α�e , α

~t · e�e , λp.(~t�t (λ
•v .pv )) ~e�e

~qN · e�e , λp.(~qN �p (λ
•v .pv )) ~e�e (qN ∈ nef)

~q · e�e , λ•p.~q�p (λ
•v .pv ~e�e ) (q < nef)

~〈p ||e〉�c , ~e�e ~p�p

~〈p ||e〉�t̂p , ~p�p ~e�et̂p (e , t̂p)

~n�Vt , n̄

~refl�V , refl

~λx .p�V , λ•x .~p�p

~µt̂p.c�p , λk .~c�t̂pk

~µ̃a.c�e , λ•a.~c�c

~〈p ||t̂p〉�t̂p , ~p�p

~µ̃a.c�et̂p , λ•a.~c�t̂p

Figure 7.7: Continuation-passing style translation

a delimited continuation. All the other rules are natural17 in the sense that they re�ect the reduction
rule , except for the translation of pairs (t ,p):

~(t ,p)�p , λk .~p�p (~t�t (λxa.k (x ,a)))

�e natural de�nition would have been λk .~t�t (λu .~p�p λq.k (u,q)), however such a term would have
been ill-typed (while this de�nition is correct, as we will see in the proof of Lemma 7.25). Indeed, the
type of ~p�p depends on t , while the continuation (λq.k (u,q)) depends on u, but both become compat-
ible once u is substituted by the value return by ~t�t . �is somewhat strange de�nition corresponds to
the intuition that we reduce ~t�t within a delimited continuation18, in order to guarantee that we will
not reduce ~p�p before ~t�t has returned a value to substitute for u. �e complete translation is given
in Figure 7.7.

Before de�ning the translation of types, we �rst state a lemma expressing the fact that the transla-
tions of terms and nef proof terms use the continuation they are given once and only once. In particular,
it makes them compatible with delimited continuations and a parametric return type. �is will allow
us to re�ne the type of their translation.

Lemma 7.17. �e translation satis�es the following properties:

1. For any term t in dLt̂p, there exists a. term t+ such that for any k we have ~t�t k →∗β k t+.

2. For any nef proof pN , there exists a. proof p+N such that for any k we have ~pN �p k →∗β k p+N .

17As usual, we actually obtained the translation from an intermediate step consisting in the de�nition of an context-free
abstract machine. �e reader will recognize the usual descent (in call-by-value) through the levels of p,e,V .

18In fact, we will see in the next chapter that this requires a kind of co-delimited continuation.
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x+ , x

n+ , n̄

(wit p)+ , wit p+

a+ , a

refl+ , refl

(λa.p)+ , λa.~p�p
(λx .p)+ , λx .~p�p
(t ,p)+ , (t+,p+)

(prf p)+ , prf p+

(subst p q)+ , subst p+ q+

(µ?.c )+ , c+

(µt̂p.c )
+

, c+

(〈p ||?〉)+ , p+

(〈p ||t̂p〉)
+

, p+

(〈p ||µ̃a.ct̂p〉)
+ , c+[p+/a]

Figure 7.8: Linearity of the translation for nef proofs

In particular, we have :

~t�t λx .x →
∗
β t+ and ~pN �p λa.a →

∗
β p
+
N

Proof. Straightforward mutual induction on the structure of terms and nef proofs, adding similar in-
duction hypothesis for nef contexts and commands. �e terms t+ and proofs p+ are given in Figure 7.8.
We detail the case (t ,p) with p ∈ nef to give an insight of the proof.

~(t ,p)�p k→β ~p�p (~t�t (λxa.k (x ,a)))
→β (~t�t (λxa.k (x ,a))) p+

→β (λxa.k (x ,a)) t+ p+

→β (λa.k (t+,a)) p+

→β k (t+,p+)

(by de�nition)
(by induction)
(by induction)

�

Moreover, we can verify by that the translation preserves the reduction:

Proposition 7.18. If c,c ′ be two commands of dLt̂p such that c  c ′, then ~c�c =β ~c ′�c

Proof. By induction on the reduction rules for , using Lemma 7.17 for cases involving a term t . �

We can in fact prove a �ner result to show that any in�nite reduction sequence in dLt̂p is responsible
for an in�nite reduction sequence through the translation. Using the preservation of typing (Propo-
sition 7.26) together with the normalization of the target language, this will give us a proof of the
normalization of dLt̂p for typed proof terms.

7.3.3 Normalization of dLt̂p

We will now prove that the translation is well-behaved with respect to the reduction. In practice, we
are mainly interested in the preservation of normalization through the translation. Namely, we want to
prove that if the image ~c�c of a command c is normalizing in the target language, then the command
c is already normalizing in dLt̂p. To this purpose, we roughly proceed as follows:

1. we identify a set of reduction steps in dLt̂p which are directly re�ected into a strictly positive
number of reduction steps through the CPS;

2. we show that the other steps alone can not form an in�nite sequence of reduction;

3. we deduce that every in�nite sequence of reduction in dLt̂p give rise to an in�nite sequence
through the translation.
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�e �rst point corresponds therea�er to Proposition 7.21, the second one to the Proposition 7.22.
As a ma�er of fact, the most di�cult part is somehow anterior to these points. It consists in under-
standing how a reduction step can be re�ected through the translation and why it is enough to ensure
the preservation of normalization (that is the third point). Instead of stating the result directly and give
a long and tedious proof of its correctness, we will rather sketch its main steps.

First of all, we split the reduction rule→β into two di�erent kinds of reduction steps:

• administrative reductions, that we denote by −→a, which correspond to continuation-passing and
computationally irrelevant (w.r.t. to dLt̂p) reduction steps. �ese are de�ned as the β-reduction
steps of non-annotated λs.

• distinguished reductions, that we denote by −→•, which correspond to the image of a reduction
step through the translation. �ese are de�ned as every other rules, that is to say the β-reduction
steps of annotated λ•’s plus the rules corresponding to redexes formed with wit, prf and subst .

In other words, we de�ne two deterministic reductions −→• and −→a, such that the usual weak-
head reduction →β is equal to the union −→• ∪ −→a. Our goal will be to prove that every in�nite
reduction sequence in dLt̂p will be re�ected in the existence of an in�nite reduction sequence for −→•.

Second, let us assume for a while that we can show for any reduction c  c ′ we obtain:

~c�c

t0 t1 t2

~c ′�c

β
*

a
*

•

1
β

*

through the translation. �en by induction, it implies that if a command c0 produces an in�nite reduc-
tion sequence c0  c1  c2  . . ., it is re�ected through the translation by the following reduction
scheme:

~c0�c

t00 t01 t02 t10 t11 t12 t20 t21

~c1�c ~c2�c

β
*

β
*

β
*

a
*

a
*

•

1
β

*
•

1
β

*
•

1

Using the fact that all reductions are deterministic, and that the arrow from ~c1�c to t02 (and ~c2�c to
t12 and so on) can only contain steps of the reduction −→a, the previous scheme in fact ensures us that
we have:

~c0�c

t00 t01 t02 t10 t11 t12 t20 t21

~c1�c ~c2�c

β
* a *

a *

•
1

β* β* •
1

β* β* •
1

�is directly implies that ~c0�c produces an in�nite reduction sequence and thus is not normalizing.
�is would be the ideal situation, and if the aforementioned steps were provable as such, the proof
would be over. Yet, our situation is more subtle, and we need to re�ne our analysis to tackle the problem.
We shall brie�y explain now why we can actually consider a slightly more general reduction scheme,
while trying to remain concise on the justi�cation. Keep in mind that it is our goal to preserve the
existence of an in�nite sequence of distinguished steps.

�e �rst generalization consists to allow distinguished reductions for redexes that are not in head
positions. �e safety of this generalization follows from this proposition:

Proposition 7.19. If u −→• u ′ and t[u ′] does not normalize, then neither does t[u].
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Proof. By induction on the structure of t , a very similar proof can be found in [85]. �

Following this idea, we de�ne a new arrow ?−→• by:

u −→• u
′ ⇒ t[u] ?−→• t[u ′]

where t[] ::= [] | t ′(t[]) | λx .t[], expressing the fact that a distinguished step can be performed
somewhere in the term. We denote by −→β+ the reduction relation de�ned as the union −→β ∪

?−→•,
which is no longer deterministic. Coming back to the thread scheme we described above, we can now
generalize it with this arrow. Indeed, as we are only interested in ge�ing an in�nite reduction sequence
from ~c0�c , the previous proposition ensures us that if t02 (t12, etc.) does not normalize, it is enough
to have an arrow t01 *−→β+ t02 (t11 *−→β+ t12, etc.) to deduce that t01 does not normalize either. Hence
it is enough to prove that we have the following thread scheme, where we took advantage of this
observation:

~c0�c

t00 t01 t02 t10 t11 t12 t20 t21

~c1�c ~c2�c

β
*

β
*

β
*

a
*

a
*

•
1

β+
* •

1
β+

* •
1

In the same spirit, if we de�ne =a to be the congruence over terms induced by the reduction −→a,
we can show that if a term has a redex for the distinguished relation in head position, then so does any
(administratively) congruent term.

Proposition 7.20. If t 1−→• u and t =a t
′, then there exists u ′ such that t ′ 1−→• u

′ and u =a u ′.

Proof. By induction on t , observing that an administrative reduction can neither delete nor create re-
dexes for −→•. �

In other words, as we are only interested in the distinguished reduction steps, we can take the
liberty to reason modulo the congruence =a. Notably, we can generalize one last time our reduction
scheme, replacing the le� (administrative) arrow from ~ci �c by this congruence:

~c0�c

t00 t01 t02 t10 t11 t12 t20 t21

~c1�c ~c2�c

β
*

β
*

β
*aa

•
1

β+
* •

1
β+

* •
1

For all the reasons explained above, such a reduction scheme ensures that there is an in�nite reduc-
tion sequence from ~c0�c . Because of this guarantee, by induction, it is enough to show that for any
reduction step c0  c1, we have:

~c0�c

t0 t1 t2

~c1�c

β
*

•
1

β+
*

a (1)

In fact, as explained in the preamble of this section, not all reduction steps can be re�ected this way
through the translation. �ere are indeed 4 reduction rules, that we identify herea�er, that might only
be re�ected into administrative reductions, and produce a scheme of this shape (which subsumes the
former):

~c0�c *−→β+ t =a ~c1�c (2)

�is allows us to give a more precise statement about the preservation of reduction through the CPS
translation.
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Proposition 7.21 (Preservation of reduction). Let c be two commands of dLt̂p. If c0  c1, then it is
re�ected through the translation into a reduction scheme (1), except for the rules:

〈subst p q ||e〉
p<V
 〈p ||µ̃a.〈subst a q ||e〉〉

〈subst refl q ||e〉  〈q ||e〉

〈µt̂p.〈p ||t̂p〉||e〉  〈p ||e〉
c[t]  c[t ′]

which are re�ected in the reduction scheme (2).

Proof. �e proof is done by induction on the reduction (see Figure 7.4). To ease the notations, we will
o�en write λ•v .(λ•x .~p�p )v −→• λ•x .~p�p where we performα-conversion to identify λ•v .~p�p[v/x] and
λ•x .~p�p . Additionally, to facilitate the comprehension of the steps corresponding to the congruence
=a, we use an arrow ?−→a to denote the possibility of performing an administrative reduction not in
head position, de�ned by:

u −→a u
′ ⇒ t[u] ?−→a t[u ′]

We write −→a+ the union −→a ∪
?−→a.

• Case 〈µα .c ||e〉 c[e/α]:
We have:

~〈µα .c ||e〉�c = (λ•α .~c�c )~e�e
−→• ~c�c [~e�e/α] = ~c[e/α]�c

• Case 〈λa.p ||q · e〉 〈q ||µ̃a.〈p ||e〉〉:
We have:

~〈λa.p ||q · e〉�c = (λk .k (λ•a.~p�p )) λ
•p.~q�p (λ

•v .pv ~e�e )
−→a (λ•p.~q�p (λ

•v .pv ~e�e )) λ
•a.~p�p

−→• ~q�p (λ
•v .(λ•a.~p�p )v ~e�e )

?−→• ~q�p (λ
•a.~p�p ~e�e ) = ~〈q ||µ̃a.〈p ||e〉〉�c

• Case 〈λa.p ||qN · e〉
qN ∈nef
 〈µt̂p.〈qN ||µ̃a.〈p ||t̂p〉〉||e〉:

We know by Lemma 7.17 that qN being nef, it will use, and use only once, the continuation it is
applied to. �us, we know that if k −→• k ′, we have that:

~qN �p k *−→β k q+N −→• k
′q+N β←− ~qN �p k

′

and we can legitimately write ~qN �p k −→• ~qN �p k ′ in the sense that it corresponds to per-
forming now a reduction that would have been performed in the future. Using this remark, we
have:

~〈λa.p ||qN · e〉�c = (λk .k (λ•a.~p�p )) λp.(~qN �p (λ
•v .pv )) ~e�e

2−→a (~qN �p (λ
•v .(λ•a.~p�p )v )) ~e�e

−→• (~qN �p (λ
•a.~p�p ))~e�e

a←− (λk .(~qN �p (λ
•a.~p�p )) k ) ~e�e = ~〈µt̂p.〈qN ||µ̃a.〈p ||t̂p〉〉||e〉�c

• Case 〈λx .p ||Vt · e〉 〈p[Vt/x]||e〉:
Since Vt is a value (i.e. x or n), we have ~Vt �t = λk .k ~Vt �Vt . In particular, it is easy to deduce
that ~p[Vt/x]�p = ~p�p[~Vt �Vt /x], and then we have:

~〈λx .p ||Vt · e〉�c = (λk .k (λ•x .~p�p ))λp.(~Vt �t (λ
•v .pv )) ~e�e

2−→a (~Vt �t (λ
•v .(λ•x .~p�p )v )) ~e�e

−→a ((λ•v .(λ•x .~p�p )v ) ~Vt �Vt ) ~e�e
−→• ((λ•x .~p�p ) ~Vt �Vt ) ~e�e
−→• (~p�p[~Vt �Vt /x]) ~e�e = ~p[Vt/x]�p ~e�e = 〈p[Vt/x]||e〉
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• Case 〈V ||µ̃a.c〉 c[Vp/a]:
Similarly to the previous case, we have ~V �p = λk .k ~V �V and thus ~c[V /x]�c = ~p�p[~V �V /a].

~〈Vp ||µ̃a.c〉�c = (λk .k ~V �V )λ
•a.~c�c

−→a (λ•a.~c�c ) ~V �V
−→• ~c�c [~V �V /a] = ~c[V /a]�c

• Case 〈(Vt ,p) ||e〉
p<V
 〈p ||µ̃a.〈(Vt ,a) ||e〉〉:

We have :

~〈(Vt ,p) ||e〉�c = (λ•k .~p�p (~Vt �t (λxλ
•a.k (x ,a))) ~e�e

−→• ~p�p (~Vt �t (λxλ
•a.~e�e (x ,a)))

−→a+ ~p�p ((λxλ
•a.~e�e (x ,a)) ~Vt �Vt )

−→a+ ~p�p (λ
•a.~e�e (~Vt �Vt ,a))

a+←− ~p�p (λ
•a.~(Vt ,a)�p ~e�e )

a+←− (λk ~p�p (λ
•a.~(Vt ,a)�p k )) ~e�e = ~〈p ||µ̃a.〈(Vt ,a) ||e〉〉�c

• Case 〈prf p ||e〉 〈µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉||e〉:
We have:

~〈prf p) ||e〉�c = λ•k .(~p�p (λ
•aλk ′.k ′ (prf a))) k ) ~e�e

−→• (~p�p (λ
•a.λk ′.k ′ (prf a))) ~e�e

a←− (λk .(~p�p (λ
•a.λk ′.k ′ (prf a))) k ) ~e�e = ~〈µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉||e〉�c

• Case 〈prf (Vt ,Vp ) ||e〉 〈Vp ||e〉:
We have:

~〈prf (Vt ,Vp ) ||e〉�c = λ•k .((λk .k (~Vt �V ,~Vp�V )) (λ
•qλk ′.k ′ (prf q))) k ) ~e�e

−→• ((λk .k (~Vt �V ,~Vp�V )) (λ
•qλk ′.k ′ (prf q))) ~e�e

−→a ((λ•qλk ′.k ′ (prf q)) (~Vt �V ,~Vp�V )) ~e�e
−→• (λk ′.k ′ (prf (~Vt �V ,~Vp�V ))) ~e�e
−→a ~e�e (prf (~Vt �V ,~Vp�V )))

?−→• ~e�e ~Vp�V a←− ~〈Vp ||e〉�c

• Case 〈subst p q ||e〉
p<V
 〈p ||µ̃a.〈subst a q ||e〉〉:

We have:

~〈subst p q ||e〉�c = (λk .~p�p (λ
•a.~q�p (λ

•q′.k (subst a q′)))) ~e�e
−→a ~p�p (λ

•a.~q�p (λ
•q′.~e�e (subst a q′)))

?
a←− ~p�p (λ

•a.(λk .~q�p (λ
•q′.k (subst a q′))) ~e�e )

= ~〈p ||µ̃a.〈subst a q ||e〉〉�c

• Case 〈subst refl q ||e〉 〈q ||e〉:
We have:

~〈subst refl q ||e〉�c = (λk .~q�p (λ
•q′.k (subst refl q′))) ~e�e

−→a ~q�p (λ
•q′.~e�e (subst refl q′))

?−→• ~q�p (λ
•q′.~e�e q

′)
?−→• ~q�p ~e�e = ~〈q ||e〉�c
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• Case 〈µt̂p.〈p ||t̂p〉||e〉 〈p ||e〉:
We have:

~〈µt̂p.〈p ||t̂p〉||e〉�c = (λk .~p�pk ) ~e�e
−→a ~p�p ~e�e = ~〈p ||e〉�c

• Case c  c ′ ⇒ 〈µt̂p.c ||e〉 〈µt̂p.c ′ ||e〉:
By induction hypothesis, we get that ~c�c *−→β+ t =a ~c

′�c for some term t . �erefore we have:

〈µt̂p.c ||e〉 = (λk .~c�c k ) ~e�e
−→a ~c�c ~e�e

*−→β+ t ~e�e
=a ~c ′�c ~e�e

a←− (λk .~c ′�c k ) ~e�e = 〈µt̂p.c
′ ||e〉

• Case t → t ′ ⇒ c[t]  c[t ′]:
As such, the translation does not allow an analysis of this case, mainly because we did not give an
explicit small-step semantics for terms, and de�ned terms reduction through a big-step semantics:

∀α ,〈p ||α〉 * 〈(t ,q) ||α〉 ⇒ wit p → t

However, we claim that we could have extended the language of dLt̂p with commands for terms:

ct ::= 〈t ||et 〉 et ::= µ̃x .c[t] c[] ::= 〈([],p) ||e〉 | 〈λx .p ||[] · e〉

and adding dual operators for (co-)delimited continuations to allow for a small-step de�nition of
terms reduction:

〈λx .p ||t · e〉 〈µt̂p.〈t ||µ̃x .〈p ||t̂p〉〉||e〉
〈wit p ||et 〉 〈p ||µ̃a.〈wit a ||et 〉〉
〈(t ,p) ||e〉 〈p ||µ̃t̂p.〈t ||µ̃x .〈t̂p||µ̃a.〈(x ,a) ||e〉〉〉〉

〈Vt ||µ̃x .ct 〉 ct [Vt/x]
〈wit (Vt ,Vp ) ||et 〉 〈Vt ||et 〉
〈Vp ||µ̃t̂p.〈t̂p||e〉〉 〈Vp ||e〉

c  c ′ ⇒ 〈p ||µ̃t̂p.c〉 〈p ||µ̃t̂p.c ′〉

It is worth noting that these rules simulate the big-step de�nitions we had before while preserving
the global call-by-value strategy. De�ning the translation for terms in the extended syntax:

~wit Vt �t , λk .k (wit ~Vt �Vt )

~wit p�t , λk .~p�p (λ
•q.k (wit q))

~µ̃t̂p.ct �t , ~ct �t

~µ̃x .c�t , λ•x .~c�c
~〈t ||et 〉�t , ~t�t ~et �t
~t̂p�p , λ•k .k

We can then prove that each reduction rule satis�es the expected scheme.
Case 〈λx .p ||t · e〉 〈µt̂p.〈t ||µ̃x .〈p ||t̂p〉〉||e〉:
We have:

〈λx .p ||t · e〉 = (λ•k .k λ•x .~p�p ) (λp.(~t�t (λ
•v .pv )) ~e�e )

−→• (λp.(~t�t (λ
•v .pv )) ~e�e ) λ

•x .~p�p
−→a (~t�t (λ

•v .(λ•x .~p�p )v )) ~e�e
?−→• (~t�t (λ

•x .~p�)) ~e�e
a+←− λk .((~t�t (λ

•x .~p�)) k ) ~e�e = ~〈µt̂p.〈t ||µ̃x .〈p ||t̂p〉〉||e〉�c

Case 〈(t ,p) ||e〉 〈p ||µ̃t̂p.〈t ||µ̃x .〈t̂p||µ̃a.〈(x ,a) ||e〉〉〉〉:
We have:

〈(t ,p) ||e〉 = (λ•k .~p�p (~t�t (λx .λ
•a.k (x ,a)))) ~e�e

−→• ~p�p (~t�t (λx .λ
•a.~e�e (x ,a)))

a+←− ~p�p (~t�t (λx .(λk .k )λ
•a.~e�e (x ,a)))

a+←− ~p�p (~t�t (λx .(λk .k )λ
•a.(λk .k (x ,a)) ~e�e ))

= ~〈p ||µ̃t̂p.〈t ||µ̃x .〈t̂p||µ̃a.〈(x ,a) ||e〉〉〉〉�c
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Case 〈wit p ||et 〉 〈p ||µ̃a.〈wit a ||et 〉〉:
We have:

~wit p�t ~et �t = (λk .~p�p (λ
•a.k (wit a))) ~et �t

−→a ~p�p (λ
•a.~et �t (wit a)))

a+←− ~p�p (λ
•a.(λk .k (wit a)) ~et �t ) = ~〈p ||µ̃a.〈wit a ||et 〉〉�c

Case 〈Vt ||µ̃x .ct 〉 ct [Vt/x]:
We have:

~wit (Vt ,Vp )�t ~et �t = (λk .k (wit (~Vt �Vt ,~Vp�V ))) ~et �t
−→a ~et �t (wit (~Vt �Vt ,~Vp�V ))
−→• ~et �t ~Vt �Vt
a←− (λk .k ~Vt �Vt ) ~et �t = ~Vt �tet

Case 〈wit (Vt ,Vp ) ||et 〉 〈Vt ||et 〉:
We have:

~Vt �t ~µ̃x .c�t = (λk .k ~Vt �Vt ) λ
•x .~c�c

−→a (λ•x .~c�c ) ~Vt �Vt
−→• ~c�c [~Vt �Vt /x] = ~c[Vt/x]�c

Case 〈V ||µ̃t̂p.〈t̂p||e〉〉 〈V ||e〉:
We have:

~V �p~µ̃t̂p.〈t̂p||e〉�e = (λk .k ~V �V ) ((λk .k )~e�e )
−→a ((λk .k )~e�e ) ~V �V
−→a ~e�e ~V �V

a←− (λk .k ~V �V ) ~e�e = ~〈V ||e〉�c

Case c  c ′ ⇒ 〈V ||µ̃t̂p.c〉 〈V ||µ̃t̂p.c ′〉:
�is case is similar to the case for delimited continuations proved before, we only need to use the
induction hypothesis for ~c�c to get:

~V �p~µ̃t̂p.c�e = (λk .k ~V �V ) ~c�c
−→a ~c�c ~V �V

*−→β+ t ~V �V
=a ~c ′�c ~V �V

a+←− (λk .k ~V �V ) ~c
′�c = ~V �p~µ̃t̂p.c

′�e

�

Proposition 7.22. �ere is no in�nite sequence only made of reductions:

(1) 〈subst p q ||e〉
p<V
 〈p ||µ̃a.〈subst a q ||e〉〉

(2) 〈subst refl q ||e〉  〈q ||e〉

(3) 〈µt̂p.〈p ||t̂p〉||e〉  〈p ||e〉
(4) c[t]  c[t ′]

Proof. It is su�cient to observe that if we de�ne the following quantities:

1. the quantity of subst p q with p not a value within a command,
2. the quantity of subst within a command,
3. the quantity of t̂p within a command,
4. the quantity of wit terms within a command.

then the rule (1) makes the quantity (1) decrease while preserving the others, (2) makes the quantity
(2) decrease and preserves the other, and so on. All in all, we have a bound on the maximal number of
steps for the reduction restricted to these four rules. �
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Proposition 7.23 (Preservation of normalization). If ~c�c normalizes, then c is also normalizing

Proof. Reasoning by contraposition, let us assume that c is not normalizing. �en in any in�nite re-
duction sequence from c , according to the previous proposition, there are in�nitely many steps that
are re�ected through the CPS into at least one distinguished step (Proposition 7.21). �us, there is an
in�nite reduction sequence from ~c�c too. �

�eorem 7.24 (Normalization). If c : Γ ` ∆, then c normalizes.

Proof. Using the preservation of typing (Proposition 7.26), we know that if c is typed in dLt̂p, then its
image ~c�c is also typed. Using the fact that typed terms of the target language are normalizing, we
can �nally apply the previous proposition to deduce that c normalizes. �

7.3.4 Translation of types

We can now de�ne the translation of types in order to show further that the translation ~p�p of a proof
p of type A is of type 19~A�∗. �e type ~A�∗ is the double-negation of a type ~A�+ that depends on
the structure of A. �anks to the restriction of dependent types to nef proof terms, we can interpret a
dependency in p (resp. t ) in dLt̂p by a dependency in p+ (resp. t+) in the target language. Lemma 7.17
indeed guarantees that the translation of a nef proof p will eventually return p+ to the continuation it
is applied to. �e translation is de�ned by:

~A�∗ , (~A�+ → ⊥) → ⊥ ~t = u�+ , t+ = u+

~∀x�.A�+ , ∀x�.~A�∗ ~>�+ , >
~∃x�.A�+ , ∃x�.~A�+ ~⊥�+ , ⊥
~Πa : A.B�+ , Πa : ~A�+.~B�∗ �+ , �

Observe that types depending on a term of type T are translated to types depending on a term of the
same type T , because terms can only be of type �. As we shall discuss in Section 7.5.2, this will no
longer be the case when extending the domain of terms. We naturally extend the translation for types
to the translation of contexts, where we consider uni�ed contexts of the form Γ ∪ ∆:

~Γ,a : A� , ~Γ�+,a : ~A�+
~Γ,x : �� , ~Γ�+,x : �
~Γ,α : A⊥⊥� , ~Γ�+,α : ~A�+ → ⊥.

As explained informally in Section 7.1.6 and stated by Lemma 7.17, the translation of a nef proof
term p of type A uses its continuation linearly. In particular, this allows us to re�ne its type to make it
parametric in the return type of the continuation. From a logical point of view, it amounts to replace
the double-negation (A → ⊥) → ⊥ by Friedman’s translation [54]: ∀R.(A → R) → R. It is worth
noticing the correspondences with the continuation monad [47] and the codensity monad. Also, we
make plain use here of the fact that the nef fragment is intuitionistic, so to speak. Indeed, it would be
impossible to a�ribute this type to the translation of a (really) classical proof.

Moreover, we can even make the return type of the continuation dependent on its argument (that
is a type of the shape Πa : A.R (a)), so that the type of ~p�p will correspond to the elimination rule:

∀R.(Πa : A.R (a) → R (p+)).

�is re�nement will make the translation of nef proofs compatible with the translation of delimited
continuations.

19To follow the notations in the previous chapters, we could have wri�en ~A�p and ~A�V instead of ~A�∗ and ~A�+. To
avoid confusion, we preferred to stick with the notation p+ for the translation of nef proofs, which are of type ~A�+ and not
necessarily values.
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Lemma 7.25 (Typing translation for nef proofs). �e following holds:

1. For any term t , if Γ ` t : � | ∆ then ~Γ ∪ ∆� ` ~t�t : ∀X .(∀x�.X (x ) → X (t+)).

2. For any nef proof p, if Γ ` p : A | ∆ then ~Γ ∪ ∆� ` ~p�p : ∀X .(Πa : ~A�+.X (a) → X (p+))).

3. For any nef command c , if c : (Γ ` ∆,? : B) then ~Γ ∪ ∆�,? : Πb : B+.X (b) ` ~c�c : X (c+)).

Proof. �e proof is done by induction on the typing derivation. We only give the key cases of the proof.

• Case (wit ). In dLt̂p the typing rule for wit p is the following:

Γ ` p : ∃x�.A(x ) | ∆ p ∈ D

Γ ` wit p : � | ∆ (wit )

We want to show that:

~Γ ∪ ∆� ` λk .~p�p (λa.k (wit a)) : ∀X .(∀x�.X (x ) → X (wit p+))

By induction hypothesis, we have:

~Γ ∪ ∆� ` ~p�p : ∀Z .(Πa : ∃x�~A�+.Z (a) → Z (p+)),

hence it amounts to showing that for any X we can build the following derivation, where we write Γk
for the context ~Γ ∪ ∆�,k : ∀x�X (x ):

Γk ` k : ∀x�X (x )
(Axp )

Γk ,a : ∃x�.~A�+ ` a : ∃x�.~A�+
(Axp )

Γk ,a : ∃x�.~A�+ ` wit a : �
(wit )

Γk ,a : ∃x�.~A�+ ` k (wit a) : X (wit a)
(∀1
E )

Γk ` λa.k (wit a) : Πa : ∃x�~A�+.X (wit a)
(→I )

• Case (∃I ). In dLt̂p the typing rule for (t ,p) is the following:

Γ ` t : � | ∆ Γ ` p : A(t ) | ∆
Γ ` (t ,p) : ∃x�.A(x ) | ∆

∃i

Hence we obtain by induction:

~Γ ∪ ∆� ` ~t�t : ∀X .(∀x�X (x ) → X (t+))
~Γ ∪ ∆� ` ~p�p : ∀Y .(Πa : A(t+).Y (a) → Y (p+))

(IHt )
(IHp )

and we want to show that for any Z :

~Γ ∪ ∆� ` λk .~p�p (~t�t (λxa.k (x ,a))) : Πa : ∃x�.A.Z (a) → Z (t+,p+).

So we need to prove that:

~Γ ∪ ∆�,k : Πq : ∃x�.A.Z (q) ` ~p�p (~t�t (λxa.k (x ,a))) : Z (t+,p+)

We let the reader check that such a type is derivable by using X (x ) , Πa : A(x ).Z (x ,a) in the type of
~t�p , and using Y (a) , Z (t+,a) in the type of ~p�p :
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Γ′ ` ~p�p : . . .
Γ′ ` ~t�t : . . .

k : Πq : ∃x�.A.Z (q) ` k : Πq : ∃x�A.Z (q)
(Axp )

x : �,a : A(x ) ` (x ,a) : ∃x�.A
(∃I )

k : Πq : ∃x�.A.Z (),x : �,a : A(x ) ` k (x ,a) : Z (x ,a)
(→E )

k : Πq : ∃x�.A.Z (q) ` λxa.k (x ,a) : ∀x .Πa : A(x ).Z (x ,a)
(∀I )

Γ′,k : Πa : ∃x�.A.Z (a) ` ~t�t (λxa.k (x ,a)) : Πa : A(t+).Z (t+,a)
(→E )

Γ′,k : Πq : ∃x�.A.Z (q) ` ~p�p (~t�t (λxa.k (x ,a))) : Z (t+,p+)
(→E )

• Case (µ ). For this case, we could actually conclude directly using the induction hypothesis for c .
Rather than that, we do the full proof for the particular case µ?.〈p ||µ̃a.〈q ||?〉〉, which condensates the
proofs for µ?.c and the two possible cases 〈pN ||eN 〉 and 〈pN ||?〉 of nef commands. �is case corresponds
to the following typing derivation in dLt̂p:

Πp

Γ ` p : A | ∆

Πq

Γ,a : A ` q : B | ∆ · · · | ? : B ` ∆,? : B
〈q ||?〉 : Γ,a : A ` ∆,? : B (Cut)

Γ | µ̃a.〈q ||?〉 : A ` ∆,? : B
(µ̃ )

〈p ||µ̃a.〈q ||?〉〉 : Γ | ∆,? : B (Cut)

Γ ` µ?.〈p ||µ̃a.〈q ||?〉 | ∆〉 : B
(µ )

We want to show that for any X we can derive:

Γ′ ` λk .~p�p (λa.~q�p k ) : Πb : B.X (b) → X (q+[p+/a]).

By induction, we have:

Γ′ ` ~p�p : ∀Y .(Πa : A+.Y (a) → Y (p+))
Γ′,a : A+ ` ~q�t : ∀Z .(Πb : B+.Z (b) → Z (q+)),

so that by choosing Z (b) , X (b) and Y (a) , X (q+), we get the expected derivation:

Γ′ ` ~p�p : . . .

Γ′,a : A+ ` ~q�p : . . . k : Πb : B.X (b) ` k : k : Πb : B.X (b)

Γ′,k : Πb : B.X (b),a : A+ ` ~q�p k : X (q+)
(→E )

Γ′,k : Πb : B.X (b) ` λa.~q�p k : Πa : A+.X (q+)
(→I )

Γ′,k : Πb : B.X (b) ` ~p�p (λa.~q�p k ) : X (q+[p+/a])
(→E )

�

Using the previous Lemma, we can now prove that the CPS translation is well-typed in the general
case.

Proposition 7.26 (Preservation of typing). �e translation is well-typed, i.e. the following holds:

1. if Γ ` p : A | ∆ then ~Γ ∪ ∆� ` ~p�p : ~A�∗,
2. if Γ | e : A ` ∆ then ~Γ ∪ ∆� ` ~e�e : ~A�+ → ⊥,

3. if c : Γ ` ∆ then ~Γ ∪ ∆� ` ~c�c : ⊥.
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Proof. �e proof is done by induction on the typing derivation, distinguishing cases according to the
typing rule used in the conclusion. It is clear that for the nef cases, Lemma 7.25 implies the result
by taking X (a) = ⊥. �e rest of the cases are straightforward, except for the delimited continua-
tions that we detail herea�er. We consider a command 〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉 produced by the reduction
of the command 〈λa.p ||q · e〉 with q ∈ nef. Both commands are translated by a proof reducing to
(~q�p (λa.~p�p )) ~e�e . �e corresponding typing derivation in dLt̂p is of the form:

Πp

Γ,a : A ` p : B | ∆
Γ ` λa.p : Πa : A.B | ∆

(→I )

Πq

Γ ` q : A | ∆
Πe

Γ | e : B[q/a] ` ∆
Γ | q · e : Πa : A.B ` ∆ (→E )

〈λa.p ||q · e〉 : Γ ` ∆
(Cut)

By induction hypothesis for e and p we obtain:

Γ′ ` ~e�e : ~B[q+]�+ → ⊥
Γ′,a : A+ ` ~p�p : ~B[a]�∗

Γ′ ` λa.~p�p : Πa : A+.~B[a]�∗,

where Γ′ = ~Γ ∪ ∆�. Applying Lemma 7.25 for q ∈ nef we can derive:

Γ′ ` ~q�p : ∀X .(Πa : A+.X (a) → X (q+))

Γ′ ` ~q�p : (Πa : A+.~B[a]�∗ → ~B[q+]�∗
(∀2
E )

We can thus derive that:
Γ′ ` ~q�p (λa.~p�p ) : ~B[q+]�∗,

and �nally conclude that:
Γ′ ` (~q�p (λa.~p�p )) ~e�e : ⊥ .

�
We can �nally deduce the correctness of dLt̂p through the translation:

�eorem 7.27 (Soundness). For any p ∈ dLt̂p, we have: 0 p : ⊥.

Proof. Any closed proof term of type ⊥ would be translated in a closed proof of (⊥ → ⊥) → ⊥. �e
correctness of the target language guarantees that such a proof cannot exist. �

7.4 Embedding into Lepigre’s calculus

In a recent paper [109], Lepigre presented a classical system allowing the use of dependent types with
a semantic value restriction. In practice, the type system of his calculus does not contain a dependent
product Πa : A.B strictly speaking, but it contains a predicate a ∈ A allowing the decomposition of the
dependent product into

∀a.((a ∈ A) → B)

as it is usual in Krivine’s classical realizability [98]. In his system, the relativization a ∈ A is restricted
to values, so that we can only type V : V ∈ A:

Γ `val V : A
Γ `val V : V ∈ A ∃i

However typing judgments are de�ned up to observational equivalence, so that if t is observationally
equivalent to V , one can derive the judgment t : t ∈ A.
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Interestingly, as highlighted through the CPS translation by Lemma 7.17, any nef proof p : A is
observationally equivalent to some value p+, so that we could derive p : (p ∈ A) from p+ : (p+ ∈ A).
�e nef fragment is thus compatible with the semantical value restriction. �e converse is obviously
false, observational equivalence allowing us to type realizers that would be untyped otherwise20.

We shall now detail an embedding of dLt̂p into Lepigre’s calculus, and explain how to transfer nor-
malization and correctness properties along this translation. Actually, his language is more expressive
than ours, since it contains records and pa�ern-matching (we will only use pairs, i.e. records with two
�elds), but it is not strati�ed: no distinction is made between a language of terms and a language of
proofs. We only recall here the syntax for the fragment of Lepigre’s calculus we use, for the reduction
rules and the type system the reader should refer to [109]:

v,w ::= x | λx .t | {l1 = v1,l2 = v2}
t ,u ::= a | v | t u | µα .t | p | v .li
π ,ρ ::= α | v · π | [t]π
p,q ::= t ∗ π
A,B ::= Xn (t1, . . . ,tn ) | A→ B | ∀a.A | ∃a.A

| ∀Xn .A | {l1 : A1,l2 : A2} | t ∈ A

Even though records are only de�ned for values, we can de�ne pairs and projections as syntactic sugar:

(t1,t2) , (λv1v2.{l1 = v1,l2 = v2}) t1 t2
fst(t ) , (λx .(x .l1)) t

snd(t ) , (λx .(x .l2)) t

A1 ∧A2 , {l1 : A1,l2 : A2}

Similarly, only values can be pushed on stacks, but we can de�ne processes21 with stacks of the shape
t · π as syntactic sugar:

t ∗ u · π , tu ∗ π

We �rst de�ne the translation for types (extended for typing contexts) where the predicate Nat(x )
is de�ned as usual in second-order logic:

Nat(x ) , ∀X .(X (0) → ∀y.(X (y) → X (S (y))) → X (x ))

and ~t�t is the translation of the term t given in Figure 7.9:

(∀x�.A)
∗
, ∀x .(Nat(x ) → A∗)

(∃x�.A)
∗
, ∃x .(Nat(x ) ∧A∗)

(t = u)∗ , ∀X .(X (~t�t ) → X (~u�t ))

>∗ , ∀X .(X → X )

⊥∗ , ∀X .Y (X → Y )

(Πa : A.B)∗ , ∀a.((a ∈ A∗) → B∗)

(Γ,x : �)∗ , Γ∗,x : Nat(x )
(Γ,a : A)∗ , Γ∗,a : A∗
(Γ,α : A⊥⊥)∗ , Γ∗,α : ¬A∗

Note that the equality is mapped to Leibniz equality, and that the de�nitions of⊥∗ and>∗ are completely
ad hoc, in order to make the conversion rule admissible through the translation.

�e translation for terms, proofs, contexts and commands of dLt̂p, given in Figure 7.9 is almost
straightforward. We only want to draw the reader’s a�ention on a few points:

• the equality being translated as Leibniz equality, refl is translated as the identity λa.a, which
also matches with >∗,

20In particular, Lepigre’s semantical restriction is so permissive that it is not decidable, while it is easy to decide whether
a proof term of dLt̂p is in nef.

21�is will allows to ease the de�nition of the translation to translate separately proofs and contexts. Otherwise, we would
need formally to de�ne ~〈p ||q · e〉�c all together by ~p�p ~q�p ∗ ~e�e .
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~x�t , x

~n�t , λzs .sn (z)

~wit p�t , π1 (~p�p )

~a�p , a

~λa.p�p , λa.~p�p
~λx .p�p , λx .~p�p

~(t ,p)�p , (~t�t ,~p�p )

~µα .c�p , µα .~c�c
~prf p�p , π2 (~p�p )

~refl�p , λa.a

~subst p q�p , ~p�p ~q�p

~α�e , α

~q · e�e , ~q�p · ~e�e
~t · e�e , ~t�t · ~e�e
~µ̃a.c�e , [λa.~c�c ]•
~〈p ||e〉�c , ~p�p ∗ ~e�e
~µt̂p.c�p , µα .~c�t̂p
~〈p ||t̂p〉�t̂p , ~p�p

~〈p ||µ̃a.c〉�t̂p , (µα .~p�p ∗ [λa.~c�t̂p]α ) ∗ α

Figure 7.9: Translation of proof terms into Lepigre’s calculus

Γ ` t : A Γ ` π : A⊥⊥
Γ ` t ∗ π : B ∗

Γ ` • : ⊥⊥⊥
•

Γ,α : A⊥⊥ ` α : A⊥⊥
α Γ,α : A⊥⊥ ` t : A

Γ ` µα .t : A
µ

Γ ` π : (A[x := t])⊥⊥

Γ ` π : (∀xA)⊥⊥
∀l

Γ ` t : A Γ ` π : B⊥⊥
Γ ` t · π : (A⇒ B)⊥⊥

⇒l
Γ ` t : A⇒ B Γ ` π : B⊥⊥

Γ ` [t]π : A⊥⊥ let

Figure 7.10: Extension of Lepigre’s typing rules for stacks

• the strong existential is encoded as a pair, hence wit (resp. prf ) is mapped to the projection π1
(resp. π2).

In [109], the coherence of the system is justi�ed by a realizability model, and the type system does
not allow us to type stacks. �us, we cannot formally prove that the translation preserves typing, unless
we extend the type system in which case this would imply the adequacy. We might also directly prove
the adequacy of the realizability model (through the translation) with respect to the typing rules of
dLt̂p. We will detail here a proof of adequacy using the former method in the following. We then need
to extend Lepigre’s system to be able to type stacks. In fact, the proof of adequacy [109, �eorem 6]
suggests a way to do so, since any typing rule for typing stacks is valid as long as it is adequate with
the realizability model.

We denote by A⊥⊥ the type A when typing a stack, in the same fashion we use to go from a type
A in a le� rule of two-sided sequent to the type A⊥⊥ in a one-sided sequent (see the remark at the end
of Section 7.1.3). We also add a distinguished bo�om stack • to the syntax, which is given the most
general type ⊥⊥⊥. We change the rules (∗) and (µ ) of the original type system in [109] and add rules for
stacks, whose de�nitions are guided by the proof of the adequacy [109, �eorem 6] in particular by the
(⇒e )-case. �ese rules are given in Figure 7.10.

We shall now show that these rules are adequate with respect to the realizability model de�ned
in [109, Section 2].

Proposition 7.28 (Adequacy). Let Γ be a (valid) context, A be a formula with FV (A) ⊂ dom(Γ) and σ
be a substitution realizing Γ. �e following statements hold:

• if Γ v̀al v : A then vσ ∈ ~A�σ ;

• if Γ ` π : A⊥⊥ then πσ ∈ ~A�⊥σ ;

• if Γ ` t : A then tσ ∈ ~A�⊥⊥σ .

Proof. �e proof is done by induction on the typing derivation, we only need to do the proof for the
rules we de�ne above (all the other cases correspond to the proof of [109, �eorem 6]).
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(•) By de�nition, we have ~⊥�σ = ~∀X .X �σ = ∅, thus for any stack π , we have π ∈ ~⊥�⊥σ = Π. In
particular, • ∈ ~⊥�⊥σ .

(α ) By hypothesis, σ realizes Γ,α : A⊥⊥ from which we obtain ασ = σ (α ) ∈ ~A�⊥σ .

(∗) We need to show that tσ ∗ πσ ∈ ~B�⊥⊥σ , so we take ρ ∈ ~B�⊥σ and show that (tσ ∗ πσ ) ∗ ρ ∈ ⊥⊥.
By anti-reduction, it is enough to show that (tσ ∗ πσ ) ∈ ⊥⊥. �is is true by induction hypothesis, since
tσ ∈ ~A�⊥⊥σ and πσ ∈ ~A�⊥σ .

(µ) �e proof is the very same as in [109, �eorem 6].

(∀l ) By induction hypothesis, we have that πσ ∈ ~A[x := t]�⊥σ . We need to show that ~A[x := t]�⊥σ ⊆
~∀x .A�⊥σ , which follows from the fact ~∀x .A�σ =

⋂
t ∈Λ~A[x := t]�σ ⊆ ~A[x := t]�σ .

(⇒l ) If t is a value v , by induction hypothesis, we have that vσ ∈ ~A�σ and πσ ∈ ~B�⊥σ and we need
to show that vσ · πσ ∈ ~A⇒ B�⊥σ . �e proof is already done in the case (⇒e ) (see [109, �eorem 6]).
Otherwise, by induction hypothesis, we have that tσ ∈ ~A�⊥⊥σ and πσ ∈ ~B�⊥σ and we need to show
that tσ · πσ ∈ ~A ⇒ B�⊥σ . So we consider λx .u ∈ ~A ⇒ B�σ , and show that λx .u ∗ tσ · πσ ∈ ⊥⊥. We
can take a reduction step, and prove instead that tσ ∗ [λx .u]πσ ∈ ⊥⊥. �is amounts to showing that
[λx .u]π ∈ ~A�⊥σ , which is already proven in the case (⇒e ).

(let) We need to show that for allv ∈ ~A�σ ,v ∗ [tσ ]πσ ∈ ⊥⊥. Taking a step of reduction, it is enough
to have tσ ∗ v · πσ ∈ ⊥⊥. �is is true since by induction hypothesis, we have tσ ∈ ~A ⇒ B�⊥⊥σ and
πσ ∈ ~B�⊥σ , thus v · πσ ∈ ~A⇒ B�⊥σ .

�

It only remains to show that the translation we de�ned in Figure 7.9 preserves typing to conclude
the proof of Proposition 7.30.

Lemma 7.29. If Γ ` p : A | ∆ (in dLt̂p), then (Γ ∪ ∆)∗ ` ~p�p : A∗ (in Lepigre’s extended system). �e
same holds for contexts, and if c : Γ ` ∆ then (Γ ∪ ∆)∗ ` ~c�c : ⊥.

Proof. �e proof is an induction on the typing derivation Γ ` p : A | ∆. Note that in a way, the transla-
tion of a delimited continuation decompiles it to simulate in a natural deduction fashion the reduction
of the applications of functions to stacks (that could have generated the same delimited continuations
in dLt̂p), while maintaining the frozen context (at top-level) outside of the active command (just like a
delimited continuation would do). �is trick allows us to avoid the problem of dependencies con�ict in
the typing derivation. For instance, assuming that ~q1�p (resp. ~q2�p ) reduces to a value V1 (resp. V2)
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we have:

~〈µt̂p.〈q1 ||µ̃a1.〈q2 ||µ̃a2.〈p ||t̂p〉〉〉||e〉�c

= µα .(µα .(~q1�p ∗ [λa1.~〈q2 ||µ̃a2.〈p ||t̂p〉〉�t̂p]α ) ∗ α ) ∗ ~e�e
� µα .(~q1�p ∗ [λa1.~〈q2 ||µ̃a2.〈p ||t̂p〉〉�t̂p]α ) ∗ ~e�e
� ~q1�p ∗ [λa1.~〈q2 ||µ̃a2.〈p ||t̂p〉〉�t̂p]~e�e
�∗ ~q2�p ∗ [λa2.~p�p[V1/a1]]~e�e
�∗ ~p�p[~V1�p/a1][~V2�p/a2] ∗ ~e�e
∗≺ ~q2�p ∗ [λa2.~p�p[V1/a1]]~e�e
∗≺ ~q1�p ∗ [λa1a2.~p�p )]~q2�p · ~e�e
∗≺ (λa1a2.~p�p ) ∗ ~q1�p · ~q2�p · ~e�e = ~〈λa1λa2.p ||q1 · q2 · e〉�c

where we observe that ~e�e is always kept outside of the computations, and where each command
〈qi ||µ̃ai .ct̂p〉 is decompiled into (µα .~qi �p ∗ [λai .~ct̂p�t̂p].α ) ∗ ~e�e , simulating the (natural deduction
style) reduction of λai .~ct̂p�t̂p ∗ ~qi �p · ~e�e . �ese terms correspond somehow to the translations of
former commands typable without types dependencies.

�

As a corollary we get a proof of the adequacy of dLt̂p typing rules with respect to Lepigre’s realiz-
ability model.

Proposition 7.30 (Adequacy). If Γ ` p : A | ∆ and σ is a substitution realizing (Γ ∪ ∆)∗, then ~p�pσ ∈
~A∗�⊥⊥σ .

�is immediately implies the soundness of dLt̂p, since a closed proofp of type⊥would be translated
as a realizer of> → ⊥, so that ~p�p λx .x would be a realizer of⊥, which is impossible. Furthermore, the
translation clearly preserves normalization (that is that for any c , if c does not normalize then neither
does ~c�c ), and thus the normalization of dLt̂p is a consequence of adequacy.

�eorem 7.31 (Soundness). For any proof p in dLt̂p, we have: 0 p : ⊥.

It is worth noting that without delimited continuations, we would not have been able to de�ne an
adequate translation, since we would have encountered the same problem as for the CPS translation
(see Section 7.1.6).

7.5 Toward dLPAω : further extensions

As we explained in the preamble of Section 7.1, we de�ned dL and dLt̂p as minimal languages containing
all the potential sources of inconsistency we wanted to mix: classical control, dependent types, and a
sequent calculus presentation. It had the bene�t to focus our a�ention on the di�culties inherent to
the issue, but on the other hand, the language we obtain is far from being as expressive as other usual
proof systems. We claimed our system to be extensible, thus we shall now discuss this ma�er. We will
then be ready to de�ne dLPAω in the next chapter, which is the sequent calculus presentation of dPAω

using the techniques developed in this chapter.

7.5.1 Intuitionistic sequent calculus

�ere is not much to say on this topic, but it is worth mentioning that dL and dLt̂p could be easily
restricted to obtain an intuitionistic framework. Indeed, just like for the passage from LK to LJ, we
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pretend that it is enough to restrict the syntax of proofs to allow only one continuation variable (that
is one conclusion on the right-hand side of sequent) to obtain an intuitionistic calculus. In particular,
in such a se�ing, all proofs will be nef, and every result we obtained will still hold.

7.5.2 Extending the domain of terms

�roughout the chapter, we only worked with terms of a unique type �, hence it is natural to wonder
whether it is possible to extend the domain of terms in dLt̂p, for instance with terms in the simply-
typed λ-calculus. A good way to understand the situation is to observe what happens through the CPS
translation. We saw that a term t of type T = � is translated into a proof t∗ which is roughly of type
T ∗ = ¬¬T + = ¬¬�, from which we can extract a term t+ of type �.

However, if T was for instance the function type � → � (resp. T → U ), we would only be able
to extract a proof of type T + = � → ¬¬� (resp. T + → U ∗). �ere is no hope in general to extract a
function f : � → � from such a term, since such a proof could be of the form λx .p, where p might
backtrack to a former position, for instance before it was extracted, and furnish another proof. Such
a proof is no longer a witness in the usual sense, but rather a realizer of f ∈ � → � in the sense
of Krivine classical realizability. �is accounts for a well-know phenomenon in classical logic, where
witness extraction is limited to formulas in the Σ1

0-fragment [120]. It also corresponds to the type we
obtain for the image of a dependent product Πa : A.B, that is translated to a type ¬¬Πa : A+.B∗ where
the dependence is in a proof of type A+. �is phenomenon is not surprising and was already observed
for other CPS translations for type theories with dependent types [14].

Nevertheless, if the extraction is not possible in the general case, our situation is more speci�c.
Indeed, we only need to consider proofs that are obtained as translation of terms, which can only
contains nef proofs in dLt̂p. In particular, the obtained proofs cannot drop continuations, which was
the whole point of the restriction to the nef fragment. Hence we could again re�ne the translation of
types, similarly to what we did in Lemma 7.25. Once more, this re�nement would also coincide with
a computational property similar to Lemma 7.17, expressing the fact that the extraction can be done
simply by passing the identity as a continuation22. �is witnesses the fact that for any function t in
the source language, there exists a term t+ in the target language which represents the same function,
even tough the translation of t is a proof ~t�.

To sum up, this means that we can extend the domain of terms in dLt̂p (in particular, it should a�ect
neither the subject reduction nor the soundness), but the strati�cation between terms and proofs is to
be lost through a CPS translation. If the target language is a non-strati�ed type theory (most of the
presentation of type theories are in this case), then it becomes possible to force the extraction of terms
of the same type through the translation.

Another solution would consist to de�ne a separate translation for terms. Indeed, as it was re�ected
by Lemma 7.17, since neither terms nor the nefproofs they may contain need continuations, they can
be directly translated. �e corresponding translation is actually an embedding which maps every pure
term (without wit p) to itself, and which performs the reduction of nef proofs p to proofs p+ so as to
eliminate every µ binder. Such a translation would intuitively re�ect an abstract machine where the
reduction of terms (and the nef proofs inside) is performed in an external machine. If this solution
is arguably a bit ad hoc, it is nonetheless correct and is maybe a good way to take advantage of the
strati�ed presentation.

22To be precise, for each arrow in the type, a double-negation (or its re�nement) would be inserted. For instance, to recover
a function of type�→ � from a term t : ¬¬(�→ ¬¬�) (where ¬¬A is in fact more precise, at least ∀R.(A→ R) → R), the
continuation need to be forced at each level: λx .t I x I : � → �. We do not want to enter into to much details on this here,
as it would lead us to much more than a paragraph to de�ne the objects formally, but we claim that we could reproduce the
results obtained for terms of type � in a language with terms representing arithmetic functions in �nite types.
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7.5.3 Adding expressiveness

From the point of view of the proof language (that is of the tools we have to build proofs), dLt̂p only
enjoys the presence of a dependent sum and a dependent product over terms, as well as a dependent
product at the level of proofs (which subsume the non-dependent implication). If this is obviously
enough to encode the usual constructors for pairs (p1,p2) (of type A1 ∧ A2), injections ιi (p) (of type
A1 ∨ A2), etc…, it seems reasonable to wonder whether such constructors can be directly de�ned in
the language of proofs. In fact, this is the case, and we claim that is possible to de�ne the constructors
for proofs (for instance (p1,p2)) together with their destructors in the contexts (in that case µ̃ (a1,a2).c),
with the appropriate typing rules. In practice, it is enough to:

• extend the de�nitions of the nef fragment according to the chosen extension,

• extend the call-by-value reduction system, opening if needed the constructors to reduce it to a
value,

• in the dependent typing mode, make some pa�ern-matching within the list of dependencies for
the destructors.

�e soundness of such extensions can be justi�ed either by extending the CPS translation, or by de�ning
a translation to Lepigre’s calculus (which already allows records and pa�ern-matching over general
constructors) and proving the adequacy of the translation with respect to the realizability model.

For instance, for the case of the pairs, we can extend the syntax with:

p ::= · · · | (p1,p2) e ::= · · · | µ̃ (a1,a2).c

We then need to add the corresponding typing rules (plus a third rule to type µ̃ (a1,a2).c in regular
mode:

Γ ` p1A1 | ∆ Γ ` p2 : A2) | ∆

Γ ` (p1,p2) : (A1 ∧A2) | ∆
∧r

c : Γ,a1 : A1,a2 : A2 `d ∆, t̂p : B;σ {(a1,a2) |p}

Γ | µ̃ (a1,a2).c : (A1 ∧A2) `d ∆, t̂p : B;σ {·|p}
∧l

and the reduction rules:

〈(p1,p2) ||e〉 〈p1 ||µ̃a1.〈p2 ||µ̃a2.〈(a1,a2) ||e〉〉〉 〈(V1,V2) ||µ̃ (a1,a2).c〉 c[V1/a1,V2/a2]

We let the reader check that these rules preserve subject reduction, and suggest the following CPS
translations:

~(p1,p2)�p , λ•k .~p1�p (λ
•a1.~p2�p (λ

•a2.k (a1,a2)))

~(V1,V2)�V , λ•k .k (~V1�V ,~V2�V )

~µ̃ (a1,a2).c�e , λp. split p as (a1,a2) in ~c�c

which allows us to prove that the calculus remains correct with these extensions.
We claim that this methodology furnishes in �rst approximation an approach to the question “Can

I extend this with … ?”. In particular, it should be enough to get closer to a realistic programming
language and extend the language with inductive �x-point operators. We make plain use of these ideas
in the next chapter.

7.5.4 A fully sequent-style dependent calculus

While the aim of this chapter was to design a sequent-style calculus embedding dependent types, we
only presented the Π-type in sequent-style. Indeed, we wanted to be sure above all else that it was
possible to de�ne a sound sequent-calculus with the key ingredients of dependent types, even if these
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were presented in a natural deduction spirit. Rather than having le�-rules, we presented the existential
type and the equality type with the following elimination rules:

Γ ` p : ∃x�.A(x ) | ∆;σ p ∈ D

Γ ` prf p : A(wit p) | ∆;σ prf
Γ ` p : t = u | ∆;σ Γ ` q : B[t/x] | ∆;σ

Γ ` subst p q : B[u/x] | ∆;σ subst

However, it is now easy to have both rules in a sequent calculus fashion, for instance we could rather
have contexts of the shape µ̃ (x ,a).c (to be dual to proofs (t ,p)) and µ̃=.c (dual to refl). We could then
de�ne the following typing rules (where we add another list of dependencies δ for terms, to compensate
the conversion from A[t] to A[u] in the former (subst)-rule):

c : Γ,x : �,a : A(x ) `d ∆;σ {(x ,a) |p}
Γ | µ̃ (x ,a).c : ∃x�.A(x ) `d ∆;σ {·|p}

∃l
c : Γ ` ∆;δ {t |u}

Γ | µ̃=.c : t = u ` ∆;δ
(=l )

and de�ne prf p and subst p q as syntactic sugar:

prf p , µt̂p.〈p ||µ̃ (x ,a).〈a ||t̂p〉〉 subst p q , µα .〈p ||µ̃=.〈q ||α〉〉.

Observe that prf p is now only de�nable if p is a nef proof term. For any p ∈ nef and any vari-
ables a,α , A(wit p) is in A(wit (x ,a)){(x,a) |p } which allows us to derive (using this in the (Cut)-rule) the
admissibility of the former (prf )-rule:

Γ ` p : ∃x�.A | ∆;σ

a : A(x ) ` a : A(x )
a : A(x ) ` a : A(wit (x ,a)) ≡

A(wit p) ∈ A(wit (x ,a)){(x,a) |p }

Γ | t̂p : A(wit (x ,a)) `d t̂p : A(wit p) | ∆

〈a ||α〉 : Γ,x : �,a : A(x ) `d ∆, t̂p : A(wit p);σ {(x ,a) |p}
cut

Γ | µ̃ (x ,a).〈a ||t̂p〉 : ∃x�.A `d ∆, t̂p : A(wit p);σ {·|p}
〈p ||µ̃ (x ,a).〈a ||α〉〉 : Γ `d ∆, t̂p : A(wit p);σ {·|p}

(Cut)

Γ ` µt̂p.〈p ||µ̃ (x ,a).〈a ||t̂p〉〉 : A(wit p) | ∆

Using the fact that δ (B[u]) = δ (B[t]), we get that the former (subst)-rule is admissible:

Γ ` p : t = u | ∆;

Γ ` q : B[t] | ∆;σ Γ | α : B[u] ` α : B[u] | ∆
(Axl )

〈q ||α〉 : Γ ` ∆,α : B[u];δ {t |u}
(Cut)

Γ | µ̃=.〈q ||α〉 : t = u ` ∆,α : B[u];δ
(=l )

〈p ||µ̃=.〈q ||α〉〉 : Γ ` ∆,α : B[u];δ
(Cut)

Γ ` µα .〈p ||µ̃=.〈q ||α〉〉 : B[u] | ∆;δ
(µ )

.

As for the reduction rules, we can de�ne the following (call-by-value) reductions:

〈(Vt ,V ) ||µ̃ (x ,a).c〉 c[Vt/x][V /a] 〈refl||µ̃=.c〉 c

and check that they advantageously simulate the previous rules (the expansion rules become useless):

〈subst refl q ||e〉 〈q ||e〉
〈prf (Vt ,Vp ) ||e〉 〈V ||e〉

〈subst p q ||e〉
p<V
 〈p ||µ̃a.〈subst a q ||e〉〉

〈prf p ||e〉  〈µt̂p.〈p ||µ̃a.〈prf a ||t̂p〉〉||e〉.
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7.6 Conclusion

In this chapter, we presented dL, a sequent calculus that combines dependent types and classical control
by means of a syntactic restriction to values. We proved in Section 7.1 the normalization of dL for
typed terms, as well as its soundness. �is calculus can be extended with delimited continuations,
which permits us to extend the syntactic restriction for dependent types to the fragment of negative-
elimination-free proofs. �e resulting calculus dLt̂p, that we presented in Section 7.2, is suitable for the
de�nition of a dependently typed translation to an intuitionistic type theory. As shown in Section 8.3,
this translation guarantees both the normalization and the soundness of dLt̂p. Furthermore, a similar
translation can be designed to embedded dLt̂p into Lepigre’s calculus. As explained in Section 7.4, this
provides an alternative way of proving the soundness of dLt̂p.

Several directions remain to be explored. We plan to investigate possible extensions of the syntactic
restriction we de�ned, and its connections with notions such as with Fürhmann’s thunkability [55] or
Munch-Maccagnoni’s linearity [128]. Furthermore, it might be of interest to check whether this restric-
tion could make dependent types compatible with other side-e�ects, in presence of classical logic or
not. More generally, we would like to be�er understand the possible connections between our calculus
and the categorical models for dependently typed theory.

On a di�erent perspective, the continuation-passing style translation we de�ned is at the best of
our knowledge a novel contribution, even without considering the classical part. In particular, our
translation allows us to use computations (as in the call-by-push value terminology) within dependent
types with a call-by-value evaluation strategy, and without any thunking construction. It might be the
case that this translation could be adapted to justify extensions of other dependently typed calculi, or
provide typed translations between them.
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8- dLPAω: a sequent calculus with depen-
dent types for classical arithmetic

Drawing on the calculi we studied in the last chapters, we shall now present dLPAω , a sequent calcu-
lus version of Herbelin’s dPAω . �is calculus provides us with dependent types restricted to the nef
fragment, for which dLPAω is an extension of dLt̂p. Indeed, in addition to the language of dLt̂p, dLPAω

has terms for classical arithmetic in �nite types (PAω ). More importantly, it includes a lazily evaluated
co-�xpoint operator. To this end, the calculus uses a shared store, as in the λ[lvτ?]-calculus.

We �rst present the language of dLPAω with its type system and its reduction rules. We prove that
the calculus veri�es the property of subject reduction and that it is as expressive as dPAω . In particular,
the proof terms for AC� and DC of dPAω can be directly de�ned in dLPAω . We then apply once again
the methodology of Danvy’s semantic artifacts to derive a small-step calculus, from which we deduce
a continuation-passing-style translation and a realizability interpretation. Both artifacts are somehow
a combination of the corresponding ones that we developed for the λ[lvτ?]-calculus and dLt̂p.

In some sense, there will not be any real novelties in this chapter. In particular, most of the proofs
resemble a lot to the corresponding ones in the previous chapters. Yet, as dLPAω gathers all the ex-
pressive power and features of the λ[lvτ?]-calculus and dLt̂p, the di�erent proofs also combined all the
tools and tricks used in each case. �ey are therefore very technical and long, in particular proofs by
induction require the tedious veri�cation of multiple cases which are very similar to cases of proofs we
already did. We will hence sketch them most of the time, trying to highlight the most interesting parts.

Normalization of dLPAω

�e main result of this chapter consists in the normalization of dLPAω , from which it is easy to convince
ourself that dPAω normalizes too1. We sketch a proof of normalization through a continuation-passing-
style translation, which would rely on the normalization of System Fϒ. We then give a detailed proof
through the realizability interpretation.

Nonetheless, we should say before starting this chapter that we already have a guardrail for the nor-
malization. Indeed, we already proved the normalization of a simply-typed classical call-by-need calcu-
lus and we explained that the proof was scalable to the same calculus with a second-order type system.
Yet, co-�xpoints are de�nable in a second-order calculus2, for instance a stream for the in�nite conjunc-
tionA(0)∧A(1)∧ . . . can be obtained through the formula ∃X .[X (0)∧∀x�.(X (x ) → A(x )∧X (S (x )))].
Besides, the presence of dependent types does not bring any risk of loosing the normalization, since
erasing the dependencies in types yield a system with the exact same computational behavior. Hence
the normalization of dLt̂p and the one of the second-order λ[lvτ?]-calculus should be enough, a priori,
to guarantee the normalization of dLPAω .

1As explained in Chapter 5, we will not bother with a formal proof of this statement, neither will we prove any properties
on the preservation of dPAω reduction rules through the embedding in dLPAω . Indeed, we are already satis�ed with the
normalization of dLPAω , which is as expressive as dPAω and which allows for the same proof terms for dependent and
countable choice.

2A de�nition in the framework of dPAω is given in [71].
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Another handwavy explanation could consist in arguing that we could authorize in�nite stores
in the λ[lvτ?]-calculus without altering its normalization. Indeed, from the point of view of existing
programs (which are �nite and typed in �nite contexts), they are computing with a �nite knowledge
of the memory (and we proved that all the terms were suitable for a store extension3). Note that in the
store, we could theoretically replace any co-�xpoint that produces a stream by the (fully developped)
stream in question. Due to the presence of backtracks in co-�xpoints, the store would contain all the
possible streams (possibly an in�nite number of it) produced when reducing co-�xpoints. In this se�ing,
if a term were to perform an in�nite number of reductions steps, it would necessarily have to explore an
in�nite number of cells in the pre-computed memory, independently from its production. �is should
not be possible either.

�e la�er argument is actually quite close from Herbelin’s original proof sketch, which this thesis
is precisely trying to replace with a more formal proof. So that these unprecise explanations should be
taken more as spoilers of the �nal result than as proof sketches. We shall now present formally dLPAω

and prove its normalization, which will then not come as a surprise.

8.1 dLPAω : a sequent calculus with dependent types for classical arith-
metic

8.1.1 Syntax

�e language of dLPAω should not be a surprise either. It is based on the syntax of dLt̂p, extended
with the expressive power of dPAω and with explicit stores as in the λ[lvτ?]-calculus. We stick to a
strati�ed presentation of dependent types, which we �nd very convenient to separate terms and proof
terms which are handled di�erently.

�e syntax of terms is extended as in dPAω to include functions λx .t and applications tu, as well as
a recursion operator rectxy[t0 | tS ], so that terms represent objects in arithmetic of �nite types.

As for proof terms (and contexts, commands), they are now de�ned with all the expressiveness of
dPAω (see Chapter 5). Each constructor in the syntax of formulas is re�ected by a constructor in the
syntax of proofs and by the dual co-proof (i.e. destructor) in the syntax of evaluation contexts. Namely,
the syntax is an extension of dLt̂p’s syntax which now includes:

• the usual proofs µα .c and contexts µ̃a.c of the λµµ̃-calculus;
• pairs (p1,p2), which inhabit the conjunction type A1 ∧A2;
• co-pairs µ̃ (a1,a2).c , which bind the variables a1 and a2 in the command c;
• injections ιi (p) for the logical disjunction;
• co-injections or pa�ern-matching µ̃[a1.c1 |a2.c2] which bind the variables a1 in c1 and a2 in c2;
• pairs (t ,p) where t is a term and p a proof, which inhabit the dependent sum type ∃xT .A;
• dual co-pairs µ̃ (x ,a).c which bind the (term and proof) variables x and a in the command c;
• functions λx .p, which inhabit the dependent product type ∀xT .A;
• dual stacks t · e , where t is a term and e a context whose type might be dependent in t ;
• functions λa.p, which inhabit the dependent product type Πa : A.B;
• dual stacks q ·e , where q is a term and e a context whose type might be dependent in q if q is nef;
• a proof term refl which is the proof of atomic equalities t = t ;
• the dual destructor µ̃=.c which allows to type the command c modulo an equality of terms;

3See Lemma 6.16 for the realizability interpretation and Lemma 6.31 for the CPS translation of the λ[lvτ?]-calculus.
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Closures
Commands

Proof terms

Proof values

Contexts
Forcing contexts

Stores
Storables

Terms
Terms values

Delimited
continuations

nef

l ::= cτ
c ::= 〈p ||e〉

p,q ::= a | ιi (p) | (p,q) | (t ,p) | λx .p | λa.p | refl
| indtax [p0 | pS ] | cofixtbx [p] | µα .c | µt̂p.ct̂p

V ::= a | ιi (V ) | (V ,V ) | (Vt ,V ) | λx .p | λa.p | refl

e ::= f | α | µ̃a.cτ
f ::= [] | µ̃[a1.c1 | a2.c2] | µ̃ (a1,a2).c | µ̃ (x ,a).c

| t · e | p · e | µ̃=.c

τ ::= ε | τ [a := pτ ] | τ [α := e]
pτ ::= V | indVtax [p0 | pS ] | cofixVtbx [p]

t ,u ::= x | 0 | S (t ) | rectxy[t0 | tS ] | λx .t | t u | wit p

Vt ::= x | Sn (0) | λx .t

ct̂p ::= 〈pN ||et̂p〉 | 〈p ||t̂p〉
et̂p ::= µ̃a.ct̂pτ | µ̃[a1.ct̂p | a2.c

′

t̂p
] | µ̃ (a1,a2).ct̂p | µ̃ (x ,a).ct̂p

cN ::= 〈pN ||eN 〉
pN ,qN ::= a | ιi (pN ) | (pN ,qN ) | (t ,pN ) | λx .p | λa.p | refl

| indtax [pN | qN ] | cofixtbx [pN ] | µ?.cN | µt̂p.ct̂p
eN ::= ? | µ̃[a1.cN | a2.c

′
N ] | µ̃a.cNτ | µ̃ (a1,a2).cN | µ̃ (x ,a).cN

Figure 8.1: �e language of dLPAω

• operators indtax [p0 | pS ] and cofixtbx [p], as in dPAω , for inductive and coinductive reasoning;

• delimited continuations through proofs µt̂p..ctp and the context t̂p;

• a distinguished context [] of type ⊥, which allows us to reason ex-falso.

As in dLt̂p, the syntax of nef proofs, contexts and commands is de�ned as a restriction of the previous
syntax. Here again, they are de�ned (modulo α-conversion) with only one distinguished context vari-
able ? (and consequently only one binder µ?.c) and without stacks of the shape t · e or q · e (to avoid
applications). �e commands ct̂p within delimited continuations are again de�ned as commands of the
shape 〈p ||tp〉 or formed by a nef proof and a context of the shape µ̃a.ct̂pτ , µ̃[a1.ct̂p |a2.c

′

t̂p
], µ̃ (a1,a2).ct̂p

or µ̃ (x ,a).ct̂p.
We adopt a call-by-value evaluation strategy except for �xpoint operators4 which are evaluated in

a lazy way. To this purpose, we use stores in the spirit of the λ[lvτ?]-calculus, which are thus de�ned
as lists of bindings of the shape [a := p] where p is a value or a (co-)�xpoint, and of bindings of the
shape [α := e] where e is any context. We assume that each variable occurs at most once in a store τ ,
therefore we reason up to α-reduction and we assume the capability of generating fresh names. Apart
from evaluation contexts of the shape µ̃a.c and co-variables α , all the contexts are forcing contexts since
they eagerly require a value to be reduced. �e resulting language is given in Figure 8.1.

4To highlight the duality between inductive and coinductive �xpoints, we evaluate both in a lazy way. Even though this
is not indispensable for inductive �xpoints, we �nd this approach more natural in that we can treat both in a similar way in
the small-step reduction system and thus through the CPS translation or the realizability interpretation.
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Basic rules
〈λx .p ||Vt · e〉τ → 〈p[Vt/x]||e〉τ

(q ∈ nef) 〈λa.p ||q · e〉τ → 〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉τ
(q < nef) 〈λa.p ||q · e〉τ → 〈q ||µ̃a.〈p ||e〉〉τ
(e , et̂p) 〈µα .c ||e〉τ → cτ [α := e]

〈V ||µ̃a.cτ ′〉τ → cτ [a := V ]τ ′

Elimination rules
〈ιi (V ) ||µ̃[a1.c1 | a2.c2]〉τ → ciτ [ai := V ]
〈(V1,V2) ||µ̃ (a1,a2).c〉τ → cτ [a1 := V1][a2 := V2]
〈(Vt ,V ) ||µ̃ (x ,a).c〉τ → (c[t/x])τ [a := V ]

〈refl||µ̃=.c〉τ → cτ

Delimited continuations
(if cτ → cτ ′) 〈µt̂p.c ||e〉τ → 〈µt̂p.c ||e〉τ ′

〈µα .c ||et̂p〉τ → c[et̂p/α]τ
〈µt̂p.〈p ||t̂p〉||e〉τ → 〈p ||e〉τ

Call-by-value
(a fresh) 〈ιi (p) ||e〉τ → 〈p ||µ̃a.〈ιi (a) ||e〉〉τ
(a1,a2 fresh) 〈(p1,p2) ||e〉τ → 〈p1 ||µ̃a1.〈p2 ||µ̃a2.〈(a1,a2) ||e〉〉〉τ
(a fresh) 〈(Vt ,p) ||e〉τ → 〈p ||µ̃a.〈(Vt ,a) ||e〉〉τ

Laziness
(a fresh) 〈cofixVtbx [p]||e〉τ → 〈a ||e〉τ [a := cofixVtbx [p]]
(a fresh) 〈indVtbx [p0 | pS ]||e〉τ → 〈a ||e〉τ [a := indVtbx [p0 | pS ]]

Lookup
〈V ||α〉τ [α := e]τ ′ → 〈V ||e〉τ [α := e]τ ′
〈a || f 〉τ [a := V ]τ ′ → 〈V ||a〉τ [a := V ]τ ′

(b ′ fresh) 〈a || f 〉τ [a := cofixVtbx [p]]τ ′ → 〈p[Vt/x][b ′/b]||µ̃a.〈a || f 〉τ ′〉τ [b ′ := λy.cofixybx [p]]
〈a || f 〉τ [a := ind0

bx [p0 | pS ]]τ ′ → 〈p0 ||µ̃a.〈a || f 〉τ
′〉τ

(b ′ fresh) 〈a || f 〉τ [a := indS (t )bx [p0 | pS ]]τ ′ → 〈pS [t/x][b ′/b]||µ̃a.〈a || f 〉τ ′〉τ [b ′ := indtbx [p0 | pS ]]

Terms
(if t −→β t ′) T [t]τ → T [t ′]τ
(∀α ,〈p ||α〉τ → 〈(t ,p ′) ||α〉τ ) T [wit p]τ −→β T [t]

(λx .t )Vt −→β t[Vt/x]
rec0

xy[t0 | tS ] −→β t0

recS (u )xy [t0 | tS ] −→β tS [u/x][recuxy[t0 | tS ]/y]
where:
Ct [ ] ::= 〈([ ],p) ||e〉 | 〈ind[ ]

ax [p0 | pS ]||e〉 | 〈cofix[ ]
bx [p]||e〉 | 〈λx .p ||[ ] · e〉

T [ ] ::= Ct [ ] | T [[ ]u] | T [rec[ ]
xy[t0 | tS ]]

Figure 8.2: Reduction rules of dLPAω
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8.1.2 Reduction rules

Concerning the reduction system of dLPAω , which is given in Figure 8.2, there is not much to say. �e
basic rules are those of the call-by-value λµµ̃-calculus and of dLt̂p. �e rules for delimited continuations
are exactly the same as in dLt̂p, except that we have to prevent t̂p from being caught and stored by a
proof µα .c . We thus distinguish two rules for commands of the shape 〈µα .c ||e〉, depending on whether
e is of the shape et̂p or not. In the former case, we perform the substitution [et̂p/α], which is linear since
µα .c is necessarily nef. We should also mention in passing that we abuse the syntax in every other rules,
since e should actually refer to e or etp (or the reduction of delimited continuations would be stuck).
Elimination rules correspond to commands where the proof is a constructor (say of pairs) applied to
values, and where the context is the matching destructor. Call-by-value rules correspond to (ς) rule of
Wadler’s sequent calculus [162]. �e next rules express the fact that (co-)�xpoints are lazily stored, and
reduced only if their value is eagerly demanded by a forcing context. Lastly, terms are reduced according
to the usual β-reduction, with the operator rec computing with the usual recursion rules. It is worth
noting that the strati�ed presentation allows to de�ne the reduction of terms as external: within proofs
and contexts, terms are reduced in place. Consequently, as in dLt̂p the very same happen for nef proofs
embedded within terms. Computationally speaking, this corresponds indeed to the intuition that terms
are reduced on an external device.

8.1.3 Typing rules

�e language of types and formulas is the same as for dPAω . As explained, terms are simply typed,
with the set of natural numbers as the sole ground type. �e formulas are inductively built on atomic
equalities of terms, by means of conjunctions, disjunctions, �rst-order quanti�cations, dependent prod-
ucts and co-inductive formulas. As in dLt̂p, the dependent product Πa : A.B corresponds to the usual
implication if a does not occur in the conclusion B. Formulas and types are formally de�ned by:

Types
Formulas

T ,U ::= � | T → U
A,B ::= > | ⊥ | t = u | A ∧ B | A ∨ B | ∀xT.A | ∃xT.A | Πa : A.B | ν tx,f A.

Formulas are considered up to equational theory on terms, as o�en in Martin-Löf’s intensional type
theory. We denote by A ≡ B the re�exive-transitive-symmetric closure of the relation . induced by the
reduction of terms and nef proofs as follows:

A[t] . A[t ′] whenever t →β t ′

A[p] . A[q] whenever ∀α (〈p ||α〉 → 〈q ||α〉)

in addition to the reduction rules for equality and for coinductive formulas:

0 = S (t ) . ⊥
S (t ) = 0 . ⊥

S (t ) = S (u) . t = u
ν tf xA . A[t/x][νyf xA/f (y) = 0]

We work with one-sided sequents5 where typing contexts are de�ned by:

Typing contexts Γ,Γ′ ::= ε | Γ,x : T | Γ,a : A | Γ,α : A⊥⊥ | Γ, t̂p : A⊥⊥.

using the notation α : A⊥⊥ for an assumption of the refutation of A. �is allows us to mix hypotheses
over terms, proofs and contexts while keeping track of the order in which they are added (which is
necessary because of the dependencies). We assume that a variable occurs at most once in a typing
context.

5�is is essentially an aesthetic choice, which we hope to ease the readability of sequents. On top of that, it avoids us to
deal with uni�ed contexts Γ ∪ ∆ (see Section 4.2.3.2) as we would have done with two-sided sequents.
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We de�ne nine syntactic kinds of typing judgments:

• six in regular mode, that we write Γ `σ J :
1. Γ `σ t : T for typing terms,
2. Γ `σ p : A for typing proofs,
3. Γ `σ e : A⊥⊥ for typing contexts,

4. Γ `σ c for typing commands,
5. Γ `σ cτ for typing closures,
6. Γ `σ τ ′ : (Γ′;σ ′) for typing stores;

• three more for the dependent mode, that we write Γ `d J ;σ :
7. Γ `d e : A⊥⊥;σ for typing contexts,
8. Γ `d c;σ for typing commands,

9. Γ `d cτ ;σ for typing closures.

In each case, σ is a list of dependencies—we explain the presence of a list of dependencies in each case
therea�er—, which are still de�ned from the following grammar:

σ ::= ε | σ {p |q}

�e substitution on formulas according to a list of dependencies σ is de�ned by:

ε (A) , {A} σ {p |q}(A) ,



σ (A[q/p]) if q ∈ nef
σ (A) otherwise

Because the language of proof terms now include constructors for pairs, injections, etc, the notation
A[q/p] does not refer to usual substitutions properly speaking: p can be a pa�ern (for instance (a1,a2))
and not only a variable.

We shall a�ract the reader’s a�ention to the fact that all typing judgments include a list of depen-
dencies. As in the λ[lvτ?]-calculus, when a proof or a context is caught by a binder, say V and µ̃a, the
substitution [V /a] is not performed but rather put in the store: τ [a := V ]. �is forces us to slightly
change the rules from dLt̂p. Indeed, consider for instance the reduction of a dependent function λa.p
(of type Πa : A.B) applied to a stack V · e:

〈λa.p ||V · e〉τ → 〈µt̂p.〈V ||µ̃a.〈p ||t̂p〉〉||e〉τ → 〈µt̂p.〈p ||t̂p〉||e〉τ [a := V ]→ 〈p ||e〉τ [a := V ]

which we examined in details in the previous chapter (see Section 7.1.3). In dLt̂p, the reduced command
was 〈p[V /a]||e〉, which was typed with the (Cut) rule over the formula B[V /a]. In the present case, p
still contains the variable a, whence his type is still B[a], whereas the type of e is B[V ]. We thus need
to compensate the missing substitution.

We are mostly le� with two choices. Either we mimic the substitution in the type system, which
would amount to the following typing rule:

Γ,Γ′ ` τ (c ) Γ ` τ : Γ′
Γ ` cτ

where:
τ [α := e](c ) , τ (c )

τ [a := pN ](c ) , τ (c[pN /a]) (p ∈ nef)
τ [a := p](c ) , τ (c ) (p < nef)

Or we type stores in the spirit of the λ[lvτ?]-calculus, and we carry along the derivations all the bindings
susceptible to be used in types, which constitutes again a list of dependencies.

�e former solution has the advantage of solving the problem before typing the command, but it
has the �aw of performing computations which would not occur in the reduction system. For instance,
the substitution τ (c) could duplicate co-�xpoints (and their typing derivations), which would never
happen in the calculus. �at is the reason why we privilege the other solution, which is closer to the
calculus in our opinion. Yet, it has the inconvenient that if forces us to carry a dependencies list even
in regular mode. Since this list is �xed (it does not evolve in the derivation except when stores occur),
we di�erentiate the denotation of regular typing judgments, wri�en Γ `σ J , from the one judgments
in dependent mode, which we write Γ `d J ;σ to highlight that σ grows along derivations. �e type
system we obtain is given in Figure 8.3.
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Regular types
Γ `σ τ : (Γ′;σ ′) Γ,Γ′ `σσ

′

p : A
Γ `σ τ [a := p] : (Γ′,a : A;σ ′{a |p})

(τp )
Γ `σ τ : (Γ′;σ ′) Γ,Γ′ `σσ

′

α : A⊥⊥

Γ `σ τ [α := e] : (Γ′,α : A⊥⊥;σ ′)
(τe )

Γ `σ p : A Γ `σ e : B⊥⊥ σ (A) = σ (B)

Γ `σ 〈p ||e〉
(Cut)

Γ,Γ′ `σσ
′

c Γ `σ τ : (Γ′;σ ′)
Γ ` cτ

(l )

(a : A) ∈ Γ
Γ `σ a : A (Axr )

(α : A⊥⊥) ∈ Γ
Γ `σ α : A⊥⊥

(Axl )
Γ,α : A⊥⊥ `σ c
Γ `σ µα .c : A

(µ )

Γ,a : A `σ cτ

Γ `σ µ̃a.cτ : A⊥⊥
(µ̃ )

Γ `σ p1 : A Γ `σ p2 : B
Γ `σ (p1,p2) : A ∧ B

(∧r )
Γ,a1 : A1,a2 : A2 `

σ c

Γ `σ µ̃ (a1,a2).c : (A1 ∧A2)
⊥⊥

(∧l )

Γ `σ p : Ai

Γ `σ ιi (p) : A1 ∨A2
(∨r )

Γ,a1 : A1 `
σ c1 Γ,a2 : A2 `

σ c2
Γ `σ µ̃[a1.c1 | a2.c2] : (A1 ∨A2)

⊥⊥
(∨l )

Γ `σ p : A[t/x] Γ `σ t : T
Γ `σ (t ,p) : ∃xT .A

(∃r )
Γ,x : T ,a : A `σ c

Γ `σ µ̃ (x ,a).c : (∃xT .A)⊥⊥
(∃l )

Γ,x : T `σ p : A
Γ `σ λx .p : ∀xT .A

(∀r )
Γ `σ t : T Γ `σ e : A[t/x]⊥⊥

Γ `σ t · e : (∀xT .A)⊥⊥
(∀l )

Γ `σ t : �
Γ `σ refl : t = t

refl

Γ `σ p : A Γ `σ e : A[u/t]
Γ `σ µ̃=.〈p ||e〉 : (t = u)⊥⊥

(=l )
Γ `σ p : A A ≡ B

Γ `σ p : B (≡r )
Γ `σ e : A⊥⊥ A ≡ B

Γ `σ e : B⊥⊥
(≡l )

Γ,a : A `σ p : B
Γ `σ λa.p : Πa : A.B

(→r )
Γ `σ q : A Γ `σ e : B[q/a]⊥⊥ if q < nef then a < A

Γ `σ q · e : (Πa : A.B)⊥⊥
(→l )

Γ `σ [] : ⊥⊥⊥ ⊥
Γ `σ t : � Γ `σ p0 : A[0/x] Γ,x : T ,a : A `σ pS : A[S (x )/x]

Γ `σ indtax [p0 | pS ] : A[t/x]
(ind)

Γ `σ t : T Γ, f : T → �,x : T ,b : ∀yT. f (y) = 0 `σ p : A f positive in A

Γ `σ cofixtbx [p] : ν tf xA
(cofix)

Dependent mode
Γ, t̂p : A⊥⊥ `d ct̂p;σ
Γ `σ µt̂p.ct̂p : A

(µ t̂p)
σ (A) = σ (B)

Γ, t̂p : A⊥⊥,Γ′ `d t̂p : B⊥⊥;σ {·|p}
(t̂p)

Γ,Γ′ `d ct̂p;σσ ′ Γ `σ τ : (Γ′;σ ′)
Γ `d ct̂pτ ;σ (ld )

Γ,Γ′ `σ p : A Γ, t̂p : B⊥⊥,Γ′ `d e : A⊥⊥;σ {·|p}
Γ, t̂p : B⊥⊥,Γ′ `d 〈p ||e〉;σ

(Cutd )

Γ,a : A `d ct̂pτ
′;σ {a |pN }

Γ `d µ̃a.ct̂pτ
′ : A⊥⊥;σ {·|pN }

(µ̃d )
Γ,x : T ,a : A `d ct̂p;σ {(x ,a) |pN }

Γ `d µ̃ (x ,a).ct̂p : (∃xTA)⊥⊥;σ {·|pN }
(∃dl )

Γ,a1 : A1,a2 : A2 `d ct̂p;σ {(a1,a2) |pN }

Γ `d µ̃ (a1,a2).ct̂p : (A1 ∧A2)
⊥⊥;σ {·|pN }

(∧dl )

Γ,ai : Ai `d ci
t̂p

;σ {ιi (ai ) |pN }) ∀i ∈ {1,2}

Γ `d µ̃[a1.c
1
t̂p
| a2.c

2
t̂p

] : (A1 ∨A2)
⊥⊥;σ {·|pN }

(∨dl )

Terms

Γ `σ 0 : � (0) Γ `σ t : �
Γ `σ S (t ) : �

(S )
Γ,x : U `σ t : T

Γ `σ λx .t : U → T
(λ) Γ `σ t : U → T Γ `σ u : U

Γ `σ t u : T (@)

(x : T ) ∈ Γ
Γ `σ x : T (Axt )

Γ `σ t : � Γ `σ t0 : U Γ,x : �,y : U `σ tS : U
Γ `σ rectxy[t0 | tS ] : U

(rec)
Γ `σ p : ∃xT.A p nef

Γ `σ wit p : T (wit )

Figure 8.3: Type system for dLPAω
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8.1.4 Subject reduction

It only remains to prove that typing is preserved along reduction. As for the λ[lvτ?]-calculus, the
proof is simpli�ed by the fact that substitutions are not performed (except for terms), which keeps us
from proving the safety of the corresponding substitutions. Yet, we �rst need to prove some technical
lemmas about dependencies. As in the previous chapter, we de�ne a relation σ V σ ′ between lists of
dependencies, which expresses the fact that any typing derivation obtained with σ could be obtained
as well as with σ ′:

σ V σ ′ , σ (A) = σ (B) ⇒ σ ′(A) = σ ′(B) (for any A,B)

We �rst show that the cases which we encounter in the proof of subject reduction satisfy this relation:

Lemma 8.1 (Dependencies implication). �e following holds for any σ ,σ ′,σ ′′:

1. σσ ′′ V σσ ′σ ′

2. σ {(a1,a2) |(V1,V2)} V σ {a1 |V1}{a2 |V2}

3. σ {ιi (a) |ιi (V )} V σ {a |V }

4. σ {(x ,a) |(t ,V )} V σ {a |V }{x |t }

5. σ {·|(p1,p2)} V σ {a1 |p1}{a2 |p2}{·|(a1,a2)}

6. σ {·|ιi (p)} V σ {a |p}{·|ιi (a)}

7. σ {·|(t ,p)} V σ {a |p}{·|(t ,a)}

where the fourth item abuse the de�nition of list of dependencies to include a substitution of terms.

Proof. All the properties are trivial from the de�nition of the substitution σ (A). �

Proposition 8.2 (Dependencies weakening). If σ ,σ ′ are two dependencies list such that σ V σ ′, then
any derivation using σ can be one using σ ′ instead. In other words, the following rules are admissible:

Γ `σ J

Γ `σ
′

J
(w )

Γ `d J ;σ
Γ `d J ;σ ′

(wd )

Proof. Simple induction on the typing derivations. �e rules (t̂p) and (Cut) where the list of depen-
dencies is used exactly match the de�nition of V. Every other case is direct using the �rst item of
Lemma 8.1. �

We also need a simple lemma about stores to simplify the proof of subject reduction:

Lemma 8.3. �e following rule is admissible:

Γ `σ τ0 : (Γ0;σ0) Γ,Γ0 `
σσ0 τ1 : (Γ1;σ1)

Γ `σ τ0τ1 : (Γ0,Γ1;σ0,σ1)
(τ τ ′)

Proof. By induction on the structure of τ1. �

Lemma 8.4 (Safe term substitution). If Γ `σ t : T then for any conclusion J for typing proofs, contexts,
terms, etc; the following holds:

1. If Γ,x : T ,Γ′ `σ J then Γ,Γ′[t/x] `σ [t/x ] J [t/x].
2. If Γ,x : T ,Γ′ `d J ;σ then Γ,Γ′[t/x] `d J [t/x];σ [t/x].

Proof. By induction on typing rules. �

�eorem 8.5 (Subject reduction). For any context Γ and any closures cτ and c ′τ ′ such that cτ → c ′τ ′,
we have:
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1. If Γ ` cτ then Γ ` c ′τ ′. 2. If Γ `d cτ ; ε then Γ `d c ′τ ′; ε .

Proof. �e proof follows the usual proof of subject reduction, by induction on the typing derivation
and the reduction cτ → c ′τ ′. Since there is no substitution but for terms (proof terms and contexts
being stored), there is no need for auxiliary lemmas about the safety of substitution. We sketch it by
examining all the rules from Figure 8.3 from top to bo�om.
• �e cases for reductions of λ are identical to the cases proven in the previous chapter for dLt̂p.
• �e rules for reducing µ and µ̃ are almost the same except that elements are stored, which makes it
even easier. For instance in the case of µ̃, the reduction rule is:

〈V ||µ̃a.cτ1〉τ0 → cτ0[a := V ]τ1

A typing derivation in regular mode for the command on the le�-hand side is of the shape:

ΠV
Γ,Γ0 `

σσ0 V : A

Πc
Γ,Γ0,a : A,Γ1 `

σσ0σ1 c

Πτ1

Γ,Γ0,a : A `σσ0 τ1 : (Γ1;σ1)

Γ,Γ0,a : A `σσ0 cτ1
(l )

Γ,Γ0 `
σσ0 µ̃a.cτ1 : A⊥⊥

(µ̃ )

Γ,Γ0 `
σσ0 〈V ||µ̃a.cτ1〉

(Cut)
Πτ0

Γ `σ τ0 : (Γ0;σ0)

Γ `σ 〈V ||µ̃a.cτ1〉τ0
(l )

�us we can type the command on the right-hand side:

Πc

Γ,Γ0,a : A,Γ1 `
σσ0 {a |V }σ1 c

Γ,Γ0,a : A,Γ1 `
σσ0 {a |V }σ1 c

(w )

Πτ0

Γ `σ τ0 : (Γ0;σ0)

ΠV

Γ,Γ0 `
σσ0 V : A

Γ `σ τ0[a := V ] : (Γ0,a : A;σ0, {a |V })
(τp )

Πτ1

Γ,Γ0,a : A `σσ0 τ1 : (Γ1;σ1)

Γ `σ τ0[a := V ]τ1 : (Γ0,a : A,Γ1;σ0{a |V }σ1)
(τ τ ′)

Γ `σ cτ0[a := V ]τ1
(l )

As for the dependent mode, the binding {a |p} within the list of dependencies is compensated when
typing the store as shown in the last derivation.

• Similarly, elimination rules for contexts µ̃[a1.c1 |a2.c2], µ̃ (a1,a2).c , µ̃ (x ,a).c or µ̃=.c are easy to check,
using Lemma 8.1 and the rule (τp ) in dependent mode to prove the safety with respect to dependencies.

• �e cases for delimited continuations are identical to the corresponding cases for dLt̂p.

• �e cases for the so-called “call-by-value” rules opening constructors are straightforward, using
again Lemma 8.1 in dependent mode to prove the consistency with respect to the list of dependencies.

• �e cases for the lazy rules are trivial.

• �e �rst case in the “lookup” section is trivial. �e three le�s correspond to the usual unfolding of
inductive and co-inductive �xpoints. We only sketch the la�er in regular mode. �e reduction rule is:

〈a || f 〉τ0[a := cofixtbx [p]]τ1 → 〈p[t/x][b ′/b]||µ̃a.〈a || f 〉τ1〉τ0[b ′ := λy.cofixybx [p]]

�e crucial part of the derivation for the le�-hand side command is the derivation for the co�x in the
store:

Πτ0

Γ `σ τ0 : (Γ0;σ0)

Πt
Γ `σσ0 t : T

Πp

Γ,Γ0, f : T → �,x : T ,b : ∀yT . f (y) = 0 `σσ0 p : A
Γ,Γ0 `

σσ0 cofixtbx [p] : ν tf xA
(cofix)

Γ `σ τ0[a := cofixtbx [p]] : (Γ0,a : ν tf xA;σ0)
(τp )
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�en, using this derivation, we can type the store of the right-hand side command:

Πτ0

Γ `σ τ0 : (Γ0;σ0)

Γ,Γ0,y : T `σσ0 y : T
Πp

Γ,Γ0, f : T → �,x : T ,b : ∀yT . f (y) = 0 `σσ0 p : A
Γ,Γ0,y : T `σσ0 cofix

y
bx [p] : νyf xA

(cofix)

Γ,Γ0 `
σσ0 λy.cofix

y
bx [p] : ∀y.ν tf xA

(∀r )

Γ `σ τ0[b ′ := λy.cofixybx [p]] : Γ0,b
′ : −∀y.νyf xA

(τp )

It only remains to type (we avoid the rest of the derivation, which is less interesting) the proof p[t/x]
with this new store to ensure us that the reduction is safe (since the variable a will still be of type ν tf xA
when typing the rest of the command):

Πp

Γ,Γ0,b : ∀y.νyf xA `
σ p[t/x] : A[t/x][νyf xA/f (y) = 0] ν tf xA ≡ A[t/x][νyf xA/f (y) = 0]

Γ,Γ0,b : ∀y.νyf xA `
σ p[t/x] : ν tf xA

(≡r )

• �e cases for reductions of terms are easy. Since terms are reduced in place within proofs, the only
things to check is that the reduction of wit preserves types (which is trivial) and that the β-reduction
veri�es the subject reduction (which is a well-known fact).

�

8.1.5 Natural deduction as macros

We can recover the usual proof terms for elimination rules in natural deduction systems, and in partic-
ular the ones from dPAω , by de�ning them as macros in our language. �e de�nitions are straightfor-
ward, using delimited continuations for let . . . in and the constructors over nef proofs which might
be dependently typed:

leta = p inq , µαp .〈p ||µ̃a.〈q ||αp〉〉

split p as (a1,a2) in q , µαp .〈p ||µ̃ (a1,a2).〈q ||αp〉〉

case p of [a1.p1 | a2.p2] , µαp .〈p ||µ̃[a1.〈p1 ||αp〉|a2.〈p2 ||αp〉]〉
dest p as (a,x ) in q , µαp .〈p ||µ̃ (x ,a).〈q ||αp〉〉

prf p , µt̂p.〈p ||µ̃ (x ,a).〈a ||t̂p〉〉

subst p q , µα .〈p ||µ̃=.〈q ||α〉〉
exfalso p , µα .〈p ||[]〉
catchα p , µα .〈p ||α〉

throw αp , µ .〈p ||α〉

where αp = t̂p if p is nef and αp = α otherwise.

Proposition 8.6 (Natural deduction). �e typing rules from dPAω , given in Section 8.1.5), are admissible

Proof. Straightforward derivations, the cases for prf p q and subst p q are given in Section 7.5.4. �

One can even check that the reduction rules in dLPAω for these proofs almost mimic the ones of
dPAω . To be more precise, the rules of dLPAω do not allow to simulate each rule of dPAω , due to
the head-reduction strategy, amongst other things. Nonetheless, up to a few details the reduction of a
command in dLPAω follows one particular reduction path of the corresponding proof in dPAω , or in
other word, one reduction strategy.

�e main result is that using the macros, the same proof terms are suitable for countable and de-
pendent choice [71]. We do not state it here, but following the approach of [71], we could also extend
dLPAω to obtain a proof for the axiom of bar induction.
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Γ ` p : ∃xT .A Γ,x : T ,a : A ` q : B[(x ,a)/•] p < nef⇒ • < B

Γ ` dest p as (x ,a) in q : B[p/•]
(dest)

Γ ` p : ∃xT .A(x )
Γ ` prf p : A(wit p)

(prf )

Γ ` p : A1 ∧A2 Γ,a1 : A1,a2 : A2 ` q : B[(a1,a2)/•] p < nef⇒ • < B

Γ ` split p as (a1,a2) in q : B[p/•]
(split)

Γ ` p : A1 ∧A2
Γ ` πi (p) : Ai

(∧iE )

Γ ` p : A1 ∨A2 Γ,ai : Ai ` q : B[ιi (a)i/•] for i = 1,2 p < nef⇒ • < B

Γ ` case p of [a1.p1 | a2.p2] : B[p/•]
(case)

Γ ` p : ⊥
Γ ` exfalso p : B (⊥)

Γ,a : A ` q : B[a/•] p < nef⇒ • < B

Γ ` leta = p inq : B[p/•]
(let)

Γ,α : A⊥⊥ ` p : A
Γ ` catchα p : A

Γ,α : A⊥⊥ ` p : A
Γ,α : A⊥⊥ ` throw α p : B

Figure 8.4: Typing rules of dPAω

�eorem 8.7 (Countable choice [71]). We have:

AC� := λH .leta = cofix0
bn[(Hn,b (S (n))] in (λn. wit (nthn a),λn. prf (nthn a)

: ∀x�∃yT P (x ,y) → ∃f �→T∀x�P (x , f (x ))

where nthn a := π1 (ind
n
x,c [a | π2 (c )]).

Proof. See Figure 8.5. �

�eorem 8.8 (Dependent choice [71]). We have:

DC := λH .λx0. let a = (x0,cofix
0
bn[dest Hn as (y,c ) in (y, (c,b y)))]

in (λn. wit (nthn a), (refl,λn.π1 (prf (prf (nthn a)))))
: ∀xT.∃yT.P (x ,y) → ∀xT0 .∃f ∈ T

�.( f (0) = x0 ∧ ∀n
�.P ( f (n), f (s (n))))

where nthn a := indnx,d [a | (wit (prf d ),π2 (prf (prf (d ))))].

Proof. Le� to the reader. �

8.2 Small-step calculus

Once more, we follow Danvy’s methodology of semantic artifacts to obtain a continuation-passing style
translation and a realizability interpretation. We �rst decompose the reduction system of dLPAω into
small-step reduction rules, that we denote by s . �is requires a re�nement and an extension of the
syntax, that we shall now present. To keep us from boring the reader sti� with new (huge) tables for
the syntax, typing rules and so forth, we will introduce them step by step. We hope it will help the
reader to convince herself of the necessity and of the somewhat naturality of these extensions.

First of all, we need to re�ne the syntax to distinguish between strong and weak values in the syntax
of proof terms. As in the λ[lvτ?]-calculus, this re�nement is induced by the computational behavior
of the calculus: weak values are the ones which are stored by µ̃ binders, but which are not values
enough to be eliminated in front of a forcing context, that is to say variables. Indeed, if we observe the
reduction system, we see that in front of a forcing context f , a variable leads a search through the store
for a “stronger” value, which could incidentally provoke the evaluation of some �xpoints. On the other
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Notations:

• ntht p , π1 (ind
t
sx [p | π2 (s )])

• An
∞ , νnf x [A(x ) ∧ f (S (x )) = 0]

• strt∞H , cofixtbn[(Hn,b (S (n))]

• A(x ) , ∃yT .P (x ,y)

Typing derivation for nth (Πnth):

n : � ` n : � (Axn )
a : A0

∞ ` a : A0
∞

(Axr )

s : Am
∞ ` s : AS (m)

∞

(Axr )
Am
∞ ≡ A(m) ∧AS (m)

∞

m : �,s : Am
∞ ` s : A(m) ∧AS (m)

∞

(≡r )

m : �,s : Am
∞ ` π2 (s ) : AS (m)

∞

(∧2
E )

a : A0
∞,n : � ` indtsx [a | π2 (s )] : An

∞

(ind)
An
∞ ≡ A(n) ∧AS (n)

∞

a : A0
∞,n : � ` indtsx [a | π2 (s )] : A(n) ∧AS (n)

∞

(≡r )

a : A0
∞,n : � ` π1 (ind

t
sx [a | π2 (s )]) : A(n)

(∧1
E )

a : A0
∞,n : � ` nthn a : A(n)

(def)

Typing derivation for str0
∞ (Πstr∞ ):

` 0 : �

H : ∀x�∃yT P (x ,y) ` H : ∀x�∃yT P (x ,y)
(Axr )

n : � ` n : � (Axr )

H : ∀x�∃yT P (x ,y),n : � ` Hn : ∃yT .P (n,y)
(∀r )

H : ∀x�∃yT P (x ,y),n : �,b : ∀zN . f (z) = 0 ` (Hn,b (S (n)) : ∃yT .P (n,y) ∧ f (S (n)) = 0
H : ∀x�∃yT P (x ,y) ` cofix0

bn[(Hn,b (S (n))] : ν0
f x∃y

T .P (x ,y) ∧ f (S (x )) = 0

H : ∀x�∃yT P (x ,y) ` str0
∞H : A0

∞

(def)

Typing derivation for AC�:

Πnth

a : A0
∞,n : � ` nthn a : A(n)

a : A0
∞,n : � ` nthn a : ∃yT.P (n,y)

(def)

a : A0
∞,n : � ` wit (nthn a) : T

(wit )

a : A0
∞ ` λn. wit (nthn a) : �→ T

Πnth

a : A0
∞,n : � ` nthn a : A(n)

a : A0
∞,n : � ` nthn a : ∃yT.P (n,y)

(def)

a : A0
∞,x : � ` prf (nthn a) : P (x ,wit (nthx a))

(≡r )

a : A0
∞,x : � ` prf (nthn a) : P (x ,λn. wit (nthn a)x )

(≡r )

a : A0
∞ ` λn. prf (nthn a) : ∀x�.P (x , (λn. wit (nthn a))x )

(∀r )

a : A0
∞ ` (λn. wit (nthn a),λn. prf (nthn a) : ∃f �→T.∀x�.P (x , f (x ))

(∃r )

H : ∀x�∃yT P (x ,y) ` leta = str0
∞H in (λn. wit (nthn a),λn. prf (nthn a) : ∃f �→T.∀x�.P (x , f (x ))

(let)

` λH . leta = str0
∞H in (λn. wit (nthn a),λn. prf (nthn a) : ∀x�.∃yT.P (x ,y) → ∃f �→T.∀x�.P (x , f (x ))

(→r )

where we omit the conversion P (x , (λn. wit (nthn a))x ) ≡ P (x ,wit (nthx a)) on the right-hand side
derivation.

Figure 8.5: Proof of the axiom of countable choice in dLPAω
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hand, strong values are the ones which can be reduced in front of the matching forcing context, that is
to say functions, refl, pairs of (weak) values, injections or dependent pairs:

Weak values
Strong values

V ::= a | v
v ::= ιi (V ) | (V ,V ) | (Vt ,V ) | λx .p | λa.p | refl

�is allows to distinguish commands of the shape 〈v || f 〉τ , where the forcing context (and next the
strong value) are examined to determine whether the command reduces or not; from commands of the
shape 〈a || f 〉τ where the focus is put on the variable a, which leads to a lookup for the associated proof
in the store.

Next, we need to explicit the reduction of terms. To this purpose, we include a machinery to evaluate
terms in a way which resemble the evaluation of proofs. In particular, we de�ne new commands which
we write 〈t ||π 〉 where t is a term and π is a context for terms (or co-term). Co-terms are either of the
shape µ̃x .c or stacks ot the shapeu ·π . �ese constructions are the usual ones of the λµµ̃-calculus (which
are also the ones for proofs). We also extend the de�nitions of commands with delimited continuations
to include the corresponding commands for terms:

Commands
Co-terms

c ::= 〈p ||e〉 | 〈t ||π 〉
π ::= t · π | µ̃x .c

Delimited
continuations

ct̂p ::= · · · | 〈t ||πt̂p〉
πt̂p ::= t · πt̂p | µ̃x .ct̂p

We give typing rules for these new constructions, which are the usual rules for typing contexts in the
λµµ̃-calculus:

Γ ` t : T Γ ` π : U ⊥⊥
Γ ` t · π : (T → U )⊥⊥

(→l )
c : (Γ,x : T )
Γ ` µ̃x .c : T⊥⊥

(µ̃x ) Γ `σ t : T Γ `σ π : T⊥⊥
Γ `σ 〈t ||π 〉

(cutt )

It is worth noting that the syntax as well as the typing and reduction rules for terms now match exactly
the ones for proofs6. In other words, with these de�nitions, we could abandon the strati�ed presentation
without any trouble, since reduction rules for terms will naturally collapse to the ones for proofs.

Finally, in order to maintain typability when reducing dependent pairs of the strong existential
type, we need to add what we call co-delimited continuations. We saw in the previous chapter that the
CPS translation of pairs (t ,p) was not the expected one, and we mentioned the fact that it re�ected
the need for a special reduction rule. Indeed, consider such a pair of type ∃xT.A, the standard way of
reducing it would be a rule like:

〈(t ,p) ||e〉τ  s 〈t ||µ̃x .〈p ||µ̃a.〈(x ,a) ||e〉〉〉τ

but such a rule does not satisfy subject reduction. Indeed, consider a typing derivation for the le�-hand
side command, when typing the pair (t ,p), p is of type A[t]. On the command on the right-hand side,
the variable a will then also be of type A[t], while it should be of type A[x] for the pair (x ,a) to be
typed. We thus need to compensate this mismatching of types, by reducing t within a context where a
is not linked to p but to a co-reset ťp (dually to reset t̂p), whose type can be changed from A[x] to A[t]
thanks to a list of dependencies:

〈(t ,p) ||e〉pτ  s 〈p ||µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉〉pτ

We thus equip the language with new contexts µ̃ťp.cťp, which we call co-shi�s, and where cťp is a
command whose last cut is of the shape 〈ťp||e〉. �is corresponds formally to the following syntactic

6Except for substitutions of terms, which we could store as well
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sets, which are dual to the ones introduced for delimited continuations:

Contexts

Co-delimited
continuations

nef

e ::= · · · | µ̃ťp.cťp

cťp ::= 〈pN ||eťp〉 | 〈t ||πťp〉 | 〈ťp||e〉
eťp ::= µ̃a.cťp | µ̃[a1.cťp | a2.c

′

ťp
] | µ̃ (a1,a2).cťp | µ̃ (x ,a).cťp

πťp ::= t · πťp | µ̃x .cťp

eN ::= · · · | µ̃ťp.cťp

�is might seem to be a heavy addition to the language, but we insist on the fact that these artifacts
are merely the dual constructions of delimited continuations that we introduced in dLt̂p, with a very
similar intuition. In particular, it might be helpful for the reader to think of the fact that we introduced
delimited continuations for type safety of the evaluation of dependent products in Πa : A.B (which
naturally extends to the case ∀xT.A). �erefore, to maintain type safety of dependent sums in ∃xT.A,
we need to introduce the dual constructions of co-delimited continuations. We also give typing rules
to these constructions, which are dual to the typing rules for delimited-continuations:

Γ, ťp : A `d cťp;σ
Γ `σ µ̃ťp.cťp : A⊥⊥

(µ̃ ťp)
Γ,Γ′ `σ e : A⊥⊥ σ (A) = σ (B)

Γ, ťp : B,Γ′ `d 〈ťp||e〉;σ
(ťp)

Note that we also need to extend the de�nition of list of dependencies so as to include bindings of the
shape {x |t } for terms, and that we have to give the corresponding typing rules to type commands of
terms in dependent mode:

c : (Γ,x : T ;σ {x |t })
Γ `d µ̃x .c : T⊥⊥;σ {·|t }

(µ̃ )
Γ,Γ′ `σ t : T Γ, ťp : B,Γ′ `d π : A⊥⊥;σ {·|t }

Γ, ťp : B,Γ′ `d 〈t ||π 〉;σ
(Cut)

�e small-step reduction system is given in Figure 8.6. �e rules are wri�en cιτ  s c
′
oτ
′ where the

annotation ι,p on commands are indices (i.e. c,p,e,V , f ,t ,π ,Vt ) indicating which part of the command
is in control. As in the λ[lvτ?]-calculus, we observe an alternation of steps descending from p to f for
proofs and from t to Vt for terms. �e descent for proofs can be divided in two main phases. During
the �rst phase, from p to e we observe the call-by-value process, which extracts values from proofs,
opening recursively the constructors and computing values. In the second phase, the core computation
takes place from V to f , with the destruction of constructors and the application of function to their
arguments. �e laziness corresponds precisely to a skip of the �rst phase, waiting to possibly reach the
second phase before actually going through the �rst one.

We brie�y state the important properties of this system.

Proposition 8.9 (Subject reduction). �e small-step reduction rules satisfy subject reduction.

Proof. �e proof is again a tedious induction on the reduction  s . �ere is almost nothing new in
comparison with the cases for the big-step reduction rules: the cases for reduction of terms are straight-
forward, as well as the administrative reductions changing the focus on a command. We only give the
case for the reduction of pairs (t ,p). �e reduction rule is:

〈(t ,p) ||e〉pτ  s 〈p ||µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉〉pτ

Consider a typing derivation for the command on the le�-hand side, which is of the shape (we omit the
rule (l ) and the store for conciseness):

Πt
Γ `σ t : T

Πp

Γ `σ p : A[t/x]
Γ `σ (t ,p) : ∃xT.A

(∃r )
Πe

Γ `σ e : (∃xT.A)⊥⊥
Γ `σ 〈(t ,p) ||e〉

(Cut)
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Commands
〈p ||e〉cτ  s 〈p ||e〉p
〈t ||π 〉cτ  s 〈t ||π 〉t

Delimited continuations
(for any ι,o) 〈µt̂p.cτ ′′ ||e〉pτ  s 〈µt̂p.c

′τ ′′ ||e〉pτ
′ (if cιτ  s c

′
oτ
′)

〈µt̂p.〈p ||t̂p〉||e〉pτ  s 〈p ||e〉pτ
(for any ι,o) 〈V ||µ̃ťp.c〉eτ  s 〈V ||µ̃ťp.c

′〉eτ
′ (if cιτ  s c

′
oτ
′)

〈V ||µ̃ťp.〈ťp||e〉〉eτ  s 〈V ||e〉eτ

Proofs
(e , et̂p) 〈µα .c ||e〉pτ  s cc τ [α := e]

〈µα .c ||et̂p〉pτ  s cc [et̂p/α]τ
(a fresh) 〈(p1,p2) ||e〉pτ  s 〈p1 ||µ̃a1.〈p2 ||µ̃a2.〈(a1,a2) ||e〉〉〉pτ
(a fresh) 〈ιi (p) ||e〉pτ  s 〈p ||µ̃a.〈ιi (a) ||e〉〉pτ
(a fresh) 〈(t ,p) ||e〉pτ  s 〈p ||µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉〉pτ

(y,a fresh) 〈indtbx [p | q]||e〉pτ  s 〈µt̂p.〈t ||µ̃y.〈a ||t̂p〉[a := ind
y
bx [p | q]]〉||e〉pτ

(y,a fresh) 〈cofixtbx [p]||e〉pτ  s 〈µt̂p.〈t ||µ̃y.〈a ||t̂p〉〉[a := cofix
y
bx [p]]||e〉pτ

〈V ||e〉pτ  s 〈V ||e〉e

Contexts
〈V ||α〉eτ [α := e]τ ′ s 〈V ||e〉eτ [α := e]τ ′

〈V ||µ̃a.cτ ′〉eτ  s ccτ [a := V ]τ ′
〈V || f 〉eτ  s 〈V || f 〉V τ

Values
〈a || f 〉V τ [a := V ]τ ′ s 〈V || f 〉V τ [a := V ]τ ′

〈v || f 〉V τ  s 〈v || f 〉f τ

(b ′ fresh) 〈a || f 〉V τ [a = cofixtbx [p]]τ ′ s 〈p[t/x][b ′/b]||µ̃a.〈a || f 〉τ ′〉pτ [b ′ := λy.cofixybx [p]]
〈a || f 〉V τ [a = ind0

bx [p0 | pS ]]τ ′ s 〈p0 ||µ̃a.〈a || f 〉τ
′〉pτ

(b ′ fresh) 〈a || f 〉vτ [a = indS (t )bx [p0 | pS ]]τ ′ s 〈pS [t/x][b ′/b]||µ̃a.〈a || f 〉τ ′〉pτ [b ′ := indtbx [p0 | pS ]]]

Forcing contexts
〈λx .p ||t · e〉f τ  s 〈µt̂p.〈t ||µ̃x .〈p ||t̂p〉〉||e〉pτ

(q ∈ nef) 〈λa.p ||q · e〉f τ  s 〈µt̂p.〈q ||µ̃a.〈p ||t̂p〉〉||e〉pτ
(q < nef) 〈λa.p ||q · e〉f τ  s 〈q ||µ̃a.〈p ||e〉〉pτ

〈ιi (V ) ||µ̃[a1.c
1 | a2.c

2]〉f τ  s c
i
cτ [ai := V ]

〈(V1,V2) ||µ̃ (a1,a2).c〉f τ  s ccτ [a1 := V1][a2 := V2]
〈(Vt ,V ) ||µ̃ (x ,a).c〉f τ  s (c[Vt/x])cτ [a := V ]

〈refl||µ̃=.c〉f τ  s ccτ

Terms
〈tu ||π 〉tτ  s 〈t ||u · π 〉tτ

(x fresh) 〈S (t ) ||π 〉tτ  s 〈t ||µ̃x .〈S (x ) ||π 〉〉t
(x ,a fresh) 〈wit p ||π 〉tτ  s 〈p ||µ̃ (x ,a).〈x ||π 〉〉pτ
(t < Vt ) 〈rectxy[t0 | tS ]||π 〉tτ  s 〈t ||µ̃z.〈rec

z
xy[t0 | tS ]||π 〉〉tτ

〈rec0
xy[t0 | tS ]||π 〉tτ  s 〈t0 ||π 〉tτ

〈recS (Vt )xy [t0 | tS ]||π 〉tτ  s 〈tS [Vt/x][recVtxy[t0 | tS ]/y]||π 〉tτ
〈Vt ||π 〉tτ  s 〈Vt ||π 〉πτ

〈λx .t ||u · π 〉πτ  s 〈u ||µ̃x .〈t ||π 〉〉tτ
〈Vt ||µ̃x .ct 〉πτ  s (ctτ )[Vt/x]
〈Vt ||µ̃x .c〉πτ  s (cpτ )[Vt/x]

Figure 8.6: Small-step reduction rules
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�en we can type the command on the right-hand side with the following derivation:

Πp

Γ `σ p : A[t]

Πt

Γ, ťp : A[t] ` t : T

Π(x,a) Πe

Γ,x : T ,a : A[x] `σ 〈(x ,a) ||e〉 : A[x]⊥⊥
(Cut)

Γ,x : T `σ µ̃a.〈(x ,a) ||e〉 : A[x]⊥⊥
(µ̃ )

A[t] = ({x |t }) (A[x])
Γ, ťp : A[t],x : T `d 〈ťp||µ̃a.〈(x ,a) ||e〉〉;σ {x |t }

(Cutd )

Γ, ťp : A[t/x] `d µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉 : T ;σ {·|t }
(µ̃x )

Γ, ťp : A[t] ` 〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉;σ
(Cutd )

Γ `σ µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉 : A[t]⊥⊥
(µ̃ ťp)

Γ `σ 〈p ||µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉〉p
(Cut)

where Π(x,a) is as expected. �

It is direct to check that the small-step reduction system simulates the big-step one, and in particular
that it preserves the normalization :

Proposition 8.10. If a closure cτ normalizes for the reduction s , then it normalizes for→.

Proof. By contraposition, one proves that if a command cτ produces an in�nite number of steps for
the reduction→, then it does not normalize for s either. �is is proved by showing by induction on
the reduction→ that each step, except for the contextual reduction of terms, is re�ected in at least on
for the reduction s . �e rules for term reductions require a separate treatment, which is really not
interesting at this point. We claim that the reduction of terms, which are usual simply-typed λ-terms,
is known to be normalizing anyway and does not deserve that we spend another page proving it in this
particular se�ing. �

8.3 A continuation-passing style translation

We present in this section the continuation-passing style translation7 which arises from the small-
step reduction system we de�ned. In practice, we will not give here a formal proof of normalization
for dLPAω (we will give one using a realizability interpretation in the next section), so that we will
deliberately omit some proofs and details. In particular, we have a priori two choices for the target
language of this translation.

Either our interest in the translation is only to prove the normalization of dLPAω , in which case we
can erase the dependencies and use a non-dependently typed target language. Starting from dLPAω ,
embedding terms and proofs in a single syntactic set then removing dependent types would roughly
leave us with a �rst-order language similar to the λ[lvτ?]-calculus (but more expressive). A good can-
didate as a target language for a CPS translation erasing dependencies is hence System Fϒ, possibly
enriched8 with conjunction, disjunction, etc… to recover the same expressiveness as dLPAω . In this
case, the typability of the translation would be greatly simpli�ed and it would mostly amount to the
typability of the CPS translation for the λ[lvτ?]-calculus in Chapter 6.

On the other hand, we could be interested in a translation carrying the dependencies, and choose
a target language compatible with that. In which case, the proof of typability would concentrate both
the di�culties for typing the store-passing part of the translation, and the di�culties related to type

7As in for the λ[lvτ?]-calculus, it is in fact a continuation-and-store passing style translation, but we refer to it as
continuation-passing style for conciseness.

8It is folklore that conjunctions, disjunctions and even co-inductive types can be encoded in System F, and thus in System
Fϒ . Adding primitive constructions both in the syntax of types and programs is thus just a ma�er of convenience to sim-
plify the translation. We can thus consider without lost of generality that the language includes these constructions, since
alternatively, one could combine the CPS translation with the encoding to obtain a translation to “pure” System Fϒ .
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dependencies as for the translation of dLt̂p. For instance, we could pick the calculus of constructions [29]
as a very general target language, in which we would dispose of dependent types and of the expressive
power to encode the type of second-order vectors from Fϒ.

We choose to leave the choice of our target language ambiguous, and give the most general transla-
tion possible. We thus assume that the proof terms of the target language contain at least constructors
for pairs, injections, equality and the same destructors as in dPAω (i.e. split, case, dest, subst,
exfalso), as well as a way to encode vectors. We do not add substitutions to rename variables, but
a thorough de�nition of the translation should also include an explicit renaming procedure, for the
reasons invoked in Section 6.4.1.

�is being said, the translation is derived directly from the small-step reduction rules. As for the
λ[lvτ?]-calculus, the di�erent levels p,e,V , f ,v and t ,π ,Vt are re�ected in a translation ~·�ι for each
level ι. �e main subtlety concerns the way we handle inductive and co-inductive �xpoints, and more
generally the store. Observe that in dLPAω we managed to delimit the unfolding of �xpoints to the store,
everything happening as if they were special cells producing computations. In other words, we could
have been one step further to remove �xpoints from the syntax of proofs, limiting their occurrences
strictly to the store. �is is actually what is done through the translation, where we mark some cells
with IND and COFIX. �e computational content of the �xpoint is thus decomposed step by step, each
step being produced by the lookup function, that is de�ned (in pseudo-code) as follows:

lookupκ τ1[κ := p]τ2 k := match (κ,p) with
| α ,e 7→ e τ1[a := V ]τ2 k

| a,V 7→ V τ1[a := V ]τ2 k

| a,COFIXtbxp 7→ (p[t/x][b ′/b]) τ1[b ′ := ~λy.cofixybx [p]�v ] (λτq.q τ [a := q]τ2 k )

| a,IND0
bx [p0 | pS ] 7→ p0 τ1 (λτq.q τ [a := q]τ2 k )

| a,INDS (t )bx [p0 | pS ] 7→ (pS [t/x][b ′/b]) τ1[b ′ := INDtbx [p0 | pS ]] (λτq.q τ [a := q]τ2 k )

where in each case b ′ is fresh. In practice, this simply corresponds to a store where cells include a
�ag so that the lookup function given above could be implemented in the target language by means of
pa�ern-matching using injections and case. �e lookup function is now the only piece of the whole
translation which actually has the computational content of a �xpoint.

�e full translation is given by Figure 8.7, and is by construction correct with respect to reduction.
In particular, we could again prove by a tedious induction on the reduction s that the normalization
is preserved:

Proposition 8.11. If ~cτ �l normalizes, then so does cτ for s .

In what concerns the typing of the translation, in the case where we erase the dependencies, it
would simply amount to the typing of the translation for the λ[lvτ?]-calculus, that is to say that the
translation of typing judgments for proofs (resp. contexts, etc) will be of the shape:

~Γ `σ p : A� , (` ~p�p : ~Γ�Γ .p ι (A))

where again:
ϒ .p A , ∀Y <: ϒ.Y → (Y .e A) → ⊥ .

�e only novelty with respect to the CPS translation for the λ[lvτ?]-calculus sites in the lookup function
in the cases of IND and COFIX. However, it is easy to check that in both cases, through the translation
(and already in the small-step reduction system) these elements take a continuation at level f and put
in active position a proof at level p in front of a continuation which is built to be at level e . In particular,
types are respected in the sense that lookupa (τ [a := COFIXtbx ~p�p]) kf is indeed of type ⊥. We claim
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Commands
~〈p ||e〉�c τ = ~p�p τ ~e�e
~〈p ||t̂p〉�c τ = ~p�p τ
~〈ťp||e〉�c τ = ~e�e τ

~〈t ||π 〉�c τ = ~t�t τ π

Proofs
~µt̂p.c�p τ k = (~c�c τ ) k
~µα .c�p τ k = ~c�c τ [α := k]

~(p1,p2)�p τ k = ~p1�p τ (λτ1q1.~p2�p τ1[a1 := q1] (λτ2q2.k τ2[a2 := q2] ~(a1,a2)�V ))
~ιi (p)�p τ k = ~p�p τ (λτq.k τ [a := q] ~ιi (a)�V )
~(t ,p)�p τ k = ~p�p τ (λτ .~t�t τ (λτxa.k τ ~(x ,a)�V ))

(a fresh) ~cofixtbx [p]�p τ k = (~t�t τ (λτy.~a�p τ [a := COFIX
y
bx ~p�p])) k

(a fresh) ~indtbx [p | ps ]�p τ k = (~t�t τ (λτy.~a�p τ [a := IND
y
bx [~p�p | ~q�p])]) k

~V �p τ k = k τ ~V �V

Contexts
~µ̃a.cτ ′�e τ V = ~c�c (τ [a := V ]~τ ′�τ )
~µ̃ťp.c�e τ V = (~c�c τ )V

~α�e τ V = lookup α τ V
~ f �e τ V = V τ ~ f �f

Weak values
~a�V τ kv = lookup a τ kv ~v�V τ kv = kv τ ~V �v

Forcing contexts
~t · e�f τ v = (~t�t τ (λτx .v τ x )) ~e�e

(qN ∈ nef) ~qN · e�f τ v = (~qN �p τ (λτq
′.v τ q′)) ~e�e

(q < nef) ~q · e�f τ v = ~q�p τ (λτq
′.v τ q′ ~e�e )

(bi fresh) ~µ̃ (a1,a2).c�f τ v = split v as (b1,b2) in (~c�c τ [a1 := b1][a2 := b2])
(bi fresh) ~µ̃[a1.c1 | a2.c2]�f τ v = case v of [b1.~c1�c τ [a1 := b1] | b2.~c2�c τ [a2 := b2,]]
(b fresh) ~µ̃ (x ,a).c�f τ v = dest v as (y,b) in (λx .~c�c )y τ [a := b]

~µ̃=.c�f τ v = subst v ~c�c τ
~[]�f τ v = exfalso v

Strong values
~λx .p�v τ Vt e = ~p�p[Vt/x]τ e
~λa.p�v τ V e = ~p�p τ [a := V ] e

~refl�v = refl

~(a1,a2)�v = (~a1�V ,~a2�V )
~ιi (a)�v = ιi (~a�V )

~(Vt ,a)�v = (~Vt �Vt ,~a�V )

Environments
~τ [a := cofixVtbx [p]]�τ = ~τ �τ [a := COFIX

~Vt �Vt
bx ~p�p]

~τ [a := indVtbx [p | q]]�τ = ~τ �τ [a := IND
~Vt �Vt
bx [~p�p | ~q�p]]

~ε�τ = ε
~τ [a := V ]�τ = ~τ �τ [a := ~V �v ]
~τ [α := e]�τ = ~τ �τ [α := ~e�e ]

Terms
~Vt �t τ kt = kt τ ~Vt �Vt

~S (u)�t τ kt = ~u�t τ (λτx .kt τ ~S (x )�Vt ))
~t u�t τ kt = ~t�t τ λτv .~u�t τ (λτw .vw τ kt ))

~wit (p)�t τ kt = ~p�p τ (λτq.q τ (λα .(~µ̃ (x ,a).〈x ||α〉�f ) kt ))
~rectxy[u0 |uS ]�t τ kt = ~t�t τ (λτz.rec

z
xy[~u0�t | ~uS �t ]τ kt )

~u · π �π τ v = ~u�t τ (λτw .v τ w ~π �π )
~µ̃x .c�π τ v = (~c�c τ )[v/x]

~0�Vt = 0

~x�Vt = x
~S (Vt )�Vt = S (~Vt �Vt )
~λx .t�Vt = λτxk .~t�t τ k

Figure 8.7: Continuation-and-store-passing style translation
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than once we understood how the translation of the λ[lvτ?]-calculus was typed, this se�ing is more or
less the same and should not give us a hard time.

However, in the case where we would like to obtain a translation compatible with dependent types,
we know that we need to re�ne the typing of terms and nef proof terms, as we did in dLt̂p. �is is
certainly possible, in particular given a nef proof term p, it is still possible to pass the continuation
λτa.a to ~pN �p to force the extraction of a proof p+N . �is should allow us to re�ne the type of ~pN �p
to obtain something like:

ϒ .p A , ∀Y <: ϒ.Y → ∀R.′Πa : (Y .e A).R (a) → R (p+N )) .

However, due to the laziness and the two layers of alternation between proof and contexts, we should
probably process to a second extraction to obtain a strong value, and cleverly handle the store while
doing so. In the absence of a real motivation for such a translation, we did not take the time to study
the question more in depth. However we are con�dent in the fact that the main di�culties has been
studied in the previous chapters, so that if it was worthwhile, with time and rigor, it should be possible
to methodically obtain a translation of types compatible with the dependencies.

8.4 Normalization of dLPAω

8.4.1 A realizability interpretation of dLPAω

We shall now present the realizability interpretation of dLPAω , which will �nally give us a proof of
its normalization. Here again, the interpretation combines ideas of the interpretations for the λ[lvτ?]-
calculus (Chapter 6) and for dLt̂p through the embedding in Lepigre’s calculus (Chapter 7). Namely, as
for the λ[lvτ?]-calulus, formulas will be interpreted by sets of proofs-in-store of the shape (p |τ ), and
the orthogonality will be de�ned between proofs-in-store (p |τ ) and contexts-in-store (e |τ ′) such that
the stores τ an τ ′ are compatible.

We recall the main de�nition necessary to the realizability interpretation:

De�nition 8.12 (Proofs-in-store). We call closed proof-in-store (resp. closed context-in-store, closed term-
in-store, etc) the combination of a proof p (resp. context e , term t , etc) with a closed store τ such that
FV (p) ⊆ dom(τ ). We use the notation (p |τ ) to denote such a pair. In addition, we denote by Λp (resp.
Λe , etc.) the set of all proofs and by Λτp (resp. Λτe , etc.) the set of all proofs-in-store. y

We denote the sets of closed closures by C0, and we identify again (c |τ ) with the closure cτ when c
is closed in τ . We can now de�ne the notion of pole, which has to satisfy an extra condition due to the
presence of delimited continuations

De�nition 8.13 (Pole). A subset ⊥⊥ ∈ C0 is said to be saturated or closed by anti-reduction whenever
for all (c |τ ), (c ′ |τ ′) ∈ C0, we have

(c ′τ ′ ∈ ⊥⊥) ∧ (cτ → c ′τ ′) ⇒ (cτ ∈ ⊥⊥)

It is said to be closed by store extension if whenever cτ is in ⊥⊥, for any store τ ′ extending τ , cτ ′ is also
in ⊥⊥:

(cτ ∈ ⊥⊥) ∧ (τ C τ ′) ⇒ (cτ ′ ∈ ⊥⊥)

It is said to be closed under delimited continuations if whenever c[e/t̂p]τ (resp. c[V /ťp]τ ) is in ⊥⊥, then
〈µt̂p.c ||e〉τ (resp .〈V ||µ̃ťp.c〉τ ) belongs to ⊥⊥:

(c[e/t̂p]τ ∈ ⊥⊥) ⇒ (〈µt̂p.c ||e〉τ ∈ ⊥⊥) (c[V /ťp]τ ∈ ⊥⊥) ⇒ (〈V ||µ̃ťp.c〉τ ∈ ⊥⊥)

A pole is de�ned as any subset of C0 that is closed by anti-reduction, by store extension and under
delimited continuations. y
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We can verify that the set of normalizing command is indeed a pole:

Proposition 8.14. �e set ⊥⊥⇓ = {cτ ∈ C0 : cτ normalizes } is a pole.

Proof. �e �rst two conditions have already been veri�ed for the λ[lvτ?]-calculus. �e third one is
straightforward, since if a closure 〈µt̂p.c ||e〉τ is not normalizing, it is easy to verify that c[e/t̂p] is not
normalizing either. Roughly, there is only two possible reduction steps for a command 〈µt̂p.c ||e〉τ : either
it reduces to 〈µt̂p.c ′ ||e〉τ ′, in which case c[e/t̂p]τ also reduces to a closure which is almost (c ′τ ′)[e/t̂p];
or c is of the shape 〈p ||t̂p〉 and it reduces to c[e/t̂p]τ . In both cases, if 〈µt̂p.c ||e〉τ can reduce, so can
c[e/t̂p]τ . �e same reasoning allows us to show that if c[V /ťp]τ normalizes, then so does 〈V ||µ̃ťp.c〉τ
for any value sV . �

We now recall the notion of compatible stores, which allows us to de�ne an orthogonality relation
between proofs- and contexts-in-store.

De�nition 8.15 (Compatible stores and union). Let τ and τ ′ be stores, we say that:

• they are independent and note τ#τ ′ when dom(τ ) ∩ dom(τ ′) = ∅.
• they are compatible and note τ � τ ′ whenever for all variables a (resp. co-variables α ) present in

both stores: a ∈ dom(τ ) ∩ dom(τ ′); the corresponding proofs (resp. contexts) in τ and τ ′ coincide.
• τ ′ is an extension of τ and we write τ C τ ′ whenever dom(τ ) ⊆ dom(τ ′) and τ � τ ′.
• the compatible union ττ ′ of compatible closed stores τ and τ ′, is de�ned as join(τ ,τ ′), which

itself given by:
join(τ0[a := p]τ1,τ

′
0[a := p]τ ′1 ) , τ0τ

′
0[a := p]join(τ1,τ

′
1 )

join(τ0[α := e]τ1,τ
′
0[α := e]τ ′1 ) , τ0τ

′
0[α := e]join(τ1,τ

′
1 )

join(τ ,τ ′) , ττ ′

(if τ0#τ ′0 )
(if τ0#τ ′0 )
(if τ#τ ′)y

�e next lemma (which follows from the previous de�nition) states the main property we will use
about union of compatible stores.

Lemma 8.16. If τ and τ ′ are two compatible stores, then τ C ττ ′ and τ ′ C ττ ′. Besides, if τ is of the form
τ0[x := t]τ1, then ττ ′ is of the form τ0[x := t]τ1 with τ0 C τ0 and τ1 C τ1.

We recall the de�nition of the orthogonality relation with respect to a pole, which is identical to
the one for the λ[lvτ?]-calculus:

De�nition 8.17 (Orthogonality). Given a pole ⊥⊥, we say that a proof-in-store (p |τ ) is orthogonal to
a context-in-store (e |τ ′) and write (p |τ )⊥⊥(e |τ ′) if τ and τ ′ are compatible and 〈p ||e〉ττ ′ ∈ ⊥⊥. �e
orthogonality between terms and coterms is de�ned identically. y

We are now equipped to de�ne the realizability interpretation of dLPAω . Firstly, in order to simplify
the treatment of coinductive formulas, we extend the language of formulas with second-order variables
X ,Y , . . . and we replace ν tf xA by ν tXxA[X (y)/f (y) = 0]. �e typing rule for co-�xpoint operators then
becomes:

Γ `σ t : T Γ,x : T ,b : ∀yT.X (y) `σ p : A X positive in A X < FV (Γ)

Γ `σ cofixtbx [p] : ν tXxA
(cofix)

Secondly, as in the interpretation of dLt̂p through Lepigre’s calculus, we introduce two new predi-
cates, p ∈ A for nef proofs and t ∈ T for terms. �is allows us to decompose the dependent products
and sums into:

∀xT.A , ∀x .(x ∈ T → A)

∃xT.A , ∃x .(x ∈ T → A)

Πa : A.B , ∀a.(a ∈ A→ B) (if a ∈ FV (B))

Πa : A.B , A→ B (if a < FV (B))
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�is corresponds to the language of formulas and types de�ned by:

Types
Formulas

T ,U ::= � | T → U | t ∈ T
A,B ::= > | ⊥ | X (t ) | t = u | A ∧ B | A ∨ B | a ∈ A | ∀x .A | ∃x .A | ∀a.A | ν tXxA

and to the following inference rules:

Γ `σ v : A a < FV (Γ)

Γ `σ v : ∀a.A
(∀ar )

Γ `σ v : A x < FV (Γ)

Γ `σ v : ∀x .A
(∀xr )

Γ `σ v : A[t/x]
Γ `σ v : ∃x .A

(∃xr )

Γ `σ e : A[q/a] q nef
Γ `σ e : (∀a.A)⊥⊥

(∀al )
Γ `σ e : A[t/x]
Γ `σ e : (∀x .A)⊥⊥

(∀xl )
Γ `σ e : A x < FV (Γ)

Γ `σ e : (∃x .A)⊥⊥
(∃xl )

Γ `σ p : A p nef
Γ `σ p : p ∈ A (∈

p
r )

Γ `σ e : A⊥⊥
Γ `σ e : (q ∈ A)⊥⊥

(∈
p
l )

Γ `σ t : T
Γ `σ t : t ∈ T (∈tr )

Γ `σ π : T⊥⊥
Γ `σ π : (t ∈ T )⊥⊥

(∈tl )

�ese rules are exactly the same as in Lepigre’s calculus [109] up to our strati�ed presentation in a
sequent calculus fashion and modulo our syntactic restriction to nef proofs instead of his semantical
restriction. It is a straightforward veri�cation to check that the typability is maintained through the
decomposition of dependent products and sums.

Another similarity with Lepigre’s realizability model is that truth/falsity values will be closed under
observational equivalence of proofs and terms. To this purpose, for each store τ we introduce the
relation ≡τ , which we de�ne as the re�exive-transitive-symmetric closure of the relation .τ :

t .τ t ′ whenever ∃τ ′,∀π , (〈t ||π 〉τ → 〈t ′ ||π 〉τ ′

p .τ q whenever ∃τ ′,∀f (〈p || f 〉τ → 〈q || f 〉τ ′)

All this being se�led, it only remains to determine how to interpret coinductive formulas. While
it would be natural to try to interpret them by �xpoints in the semantics, this poses di�culties for the
proof of adequacy. We will discuss this ma�er in the next section, but as for now, we will give a simpler
interpretation. We stick to the intuition that since cofix operators are lazily evaluated, they actually
are realizers of every �nite approximation of the (possibly in�nite) coinductive formulas. Consider for
instance the case of a stream

str0
∞p , cofix0

bx [(px ,b (S (x )))]

of type ν0
f xA(x ) ∧ f (S (x )) = 0. Such stream will produce on demand any tuple (p0, (p1, ...(pn,�)...)

where � denotes the fact that it could be any term, in particular strn+1
∞ p. So that str0

∞p should be a
successful defender of the formula

(A(0) ∧ (A(1) ∧ ...(A(n) ∧ >)...)

Since cofix operators only reduce when they are bound to a variable in front of a forcing context,
it suggests to interpret the coinductive formula ν0

f xA(x ) ∧ X (S (x )) at level f as the union of all the
opponents to a �nite approximation.

To this end, given a coinductive formula ν0
XxA where X is positive in A, we de�ne its �nite approx-

imations by:
F 0
A,t , > Fn+1

A,t , A[t/x][FnA,y/X (y)]

Since f is positive in A, we have for any integer n and any term t that ‖FnA,t ‖f ⊆ ‖F
n+1
A,t ‖f . We can

�nally de�ne the interpretation of coinductive formulas by:

‖ν tXxA‖f ,
⋃
n∈�

‖FnA,t ‖f
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‖⊥‖f , Λτf
‖>‖f , ∅

‖Ḟ (t )‖f , F (t )

‖t = u‖f ,



{(µ̃=.c |τ ) : cτ ∈ ⊥⊥} if t ≡τ u
Λτf otherwise

‖p ∈ A‖f , {(V |τ ) ∈ |A|V : V ≡τ p}⊥⊥f
‖T → B‖f , {(Vt · e |τ ) : (Vt |τ ) ∈ |t ∈ T |Vt ∧ (e |τ ) ∈ ‖B‖e }

‖A→ B‖f , {(V · e |τ ) : (V |τ ) ∈ |A|V ∧ (e |τ ) ∈ ‖B‖e }

‖T ∧A‖f , {(µ̃ (x ,a).c |τ ) : ∀τ ′,Vt ∈ |T |τ
′

Vt
,V ∈ |A|τ

′

V ,τ � τ
′ ⇒ c[Vt/x]ττ ′[a := V ] ∈ ⊥⊥}

‖A1 ∧A2‖f , {(µ̃ (a1,a2).c |τ ) : ∀τ ′,V1 ∈ |A1 |
τ ′
V ,V2 ∈ |A2 |

τ ′
V ,τ � τ

′ ⇒ cττ ′[a1 := V1][a2 := V2] ∈ ⊥⊥}
‖A1 ∨A2‖f , {(µ̃[a1.c1 |a2.c2]|τ ) : ∀τ ′,V ∈ |Ai |

τ ′
V ,τ � τ

′ ⇒ cττ ′[ai := V ] ∈ ⊥⊥}
‖∃x .A‖f ,

⋂
t ∈Λt ‖A[t/x]‖f

‖∀x .A‖f , (
⋂

t ∈Λt ‖A[t/x]‖⊥⊥vf )⊥⊥f

‖∀a.A‖f , (
⋂

t ∈Λp ‖A[p/a]‖⊥⊥vf )⊥⊥f

‖ν tf xA‖f ,
⋃

n∈� ‖F
n
A,t ‖f

|A|V , ‖A‖⊥⊥Vf = {(V |τ ) : ∀f τ ′,τ � τ ′ ∧ ( f |τ ′) ∈ ‖A‖f ⇒ (V |τ )⊥⊥(F |τ ′)}

‖A‖e , |A|⊥⊥eV = {(E |τ ) : ∀Vτ ′,τ � τ ′ ∧ (V |τ ′) ∈ |A|V ⇒ (V |τ ′)⊥⊥(E |τ )}

|A|p , ‖A‖
⊥⊥p
e = {(p |τ ) : ∀Eτ ′,τ � τ ′ ∧ (E |τ ′) ∈ ‖A‖E ⇒ (t |τ )⊥⊥(E |τ ′)}

|�|Vt , {(Sn (0) |τ ),n ∈ �}
|t ∈ T |Vt , {(Vt |τ ) ∈ |T |Vt : Vt ≡τ t }
|T → U |Vt , {(λx .t |τ ) : ∀Vtτ ′,τ � τ ′ ∧ (Vt |τ

′) ∈ |T |Vt ⇒ (t[Vt/x]|ττ ′) ∈ |U |t }
|T |π , |A|⊥⊥πVt

= {(F |τ ) : ∀vτ ′,τ � τ ′ ∧ (v |τ ′) ∈ |A|v ⇒ (v |τ ′)⊥⊥(F |τ )}

|T |t , |A|⊥⊥tπ = {(V |τ ) : ∀Fτ ′,τ � τ ′ ∧ (F |τ ′) ∈ ‖A‖F ⇒ (V |τ )⊥⊥(F |τ ′)}

where:

• p ∈ Sτ (resp. e ,V ,etc.) denote (p |τ ) ∈ S (resp. (e |τ ),(V |τ ),etc.),
• F is a function from Λt to P (Λτf )/≡τ .

Figure 8.8: Realizability interpretation for dLPAω

�e realizability interpretation of closed formulas and types is de�ned in Figure 8.8 by induction on
the structure of formulas at level f , and by orthogonality at levels V ,e,p. When S is a subset of P (Λτp )
(resp. P (Λτe ),P (Λτt ),P (Λτπ )), we use the notation S⊥⊥f (resp. S⊥⊥V , etc.) to denote its orthogonal set
restricted to Λτf (resp. ΛτV , etc.):

S⊥⊥f , {( f |τ ) ∈ Λτf : ∀(p |τ ′) ∈ S ,τ � τ ′ ⇒ 〈p || f 〉ττ ′ ∈ ⊥⊥}

At level f , closed formulas are interpreted by sets of strong forcing contexts-in-store ( f |τ ). As
observed in the previous section, these sets are besides closed under the relation ≡τ along their com-
ponent τ , we thus denote them by P (Λτf )/≡τ . Second-order variables X ,Y , . . . are then interpreted by
functions from the set of terms Λt to P (Λτf )/≡τ and as usual for each such function F we add a predicate
symbol Ḟ in the language.

We shall now prove the adequacy of the interpretation with respect to the type system. To this
end, we need to recall a few de�nitions and lemmas. Since stores only contain proof terms, we need
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to de�ne valuations for term variables in order to close formulas9. �ese valuations are de�ned by the
usual grammar:

ρ ::= ε | ρ[x 7→ Vt ] | ρ[X 7→ Ḟ ]

We denote by (p |τ )ρ (resp. pρ , Aρ ) the proof-in-store (p |τ ) where all the variables x ∈ dom(ρ) (resp.
X ∈ dom(ρ)) have been substituted by the corresponding term ρ (x ) (resp. falsity value ρ (x )).

De�nition 8.18. Given a closed store τ , a valuation ρ and a �xed pole ⊥⊥, we say that the pair (τ ,ρ)
realizes Γ, which we write10 (τ ,ρ)  Γ, if:

1. for any (a : A) ∈ Γ, (a |τ )ρ ∈ |Aρ |V

2. for any (α : A⊥⊥ρ ) ∈ Γ, (α |τ )ρ ∈ ‖Aρ ‖e

3. for any {a |p} ∈ σ , a ≡τ p
4. for any (x : T ) ∈ Γ, x ∈ dom(ρ) and (ρ (x ) |τ ) ∈ |Tρ |Vt y

We recall two key properties of the interpretation, whose proofs are similar to the proofs for the
corresponding statement in the λ[lvτ?]-calculus (Lemma 6.16 and Proposition 6.14):

Lemma 8.19 (Store weakening). Let τ and τ ′ be two stores such that τ C τ ′, let Γ be a typing context,
let ⊥⊥ be a pole and ρ a valuation. �e following statements hold:

1. ττ ′ = τ ′

2. If (p |τ )ρ ∈ |Aρ |p for some closed proof-in-store (p |τ )ρ and formula A, then (p |τ ′)ρ ∈ |Aρ |p . �e
same holds for each level e,E,V , f ,t ,π ,Vt of the interpretation.

3. If (τ ,ρ)  Γ then (τ ′,ρ)  Γ.

Proposition 8.20 (Monotonicity). For any closed formula A, any typeT and any given pole ⊥⊥, we have
the following inclusions:

|A|V ⊆ |A|p ‖A‖f ⊆ ‖A‖e |T |Vt ⊆ |T |t

Finally we can check that the interpretation is indeed de�ned up to the relations ≡τ :

Lemma 8.21. For any store τ and any valuation ρ, the component along τ of the truth and falsity values
de�ned in Figure 8.8 are closed under the relation ≡τ :

1. if ( f |τ )ρ ∈ ‖Aρ ‖f and Aρ ≡τ Bρ , then ( f |τ )ρ ∈ ‖Bρ ‖f ,

2. if (Vt |τ )ρ ∈ |Aρ |Vt and Aρ ≡τ Bρ , then (Vt |τ )ρ ∈ |Bρ |v .

�e same applies with |Aρ |p , ‖Aρ ‖e , etc.

Proof. By induction on the structure of Aρ and the di�erent levels of interpretation. �e di�erent base
cases (p ∈ Aρ , t ∈ T , t = u) are direct since their components along τ are de�ned modulo ≡τ , the other
cases are trivial inductions. �

Proposition 8.22 (Adequacy). �e typing rules are adequate with respect to the realizability interpreta-
tion. In other words, if Γ is a typing context, ⊥⊥ a pole, ρ a valuation and τ a store such that (τ ,ρ)  Γ;σ ,
then the following hold:

1. If v is a strong value such that Γ `σ v : A or Γ `d v : A;σ , then (v |τ )ρ ∈ |Aρ |V .

9Alternatively, we could have modi�ed the small-step reduction rules to include substitutions of terms.
10Once again, we should formally write (τ ,ρ) ⊥⊥ Γ but we will omit the annotation by ⊥⊥ as o�en as possible.
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2. If f is a forcing context such that Γ `σ f : A⊥⊥ or Γ `d f : A⊥⊥;σ , then ( f |τ )ρ ∈ ‖Aρ ‖f .

3. If V is a weak value such that Γ `σ V : A or Γ `d V : A;σ , then (V |τ )ρ ∈ |Aρ |V .

4. If e is a context such that Γ `σ e : A⊥⊥ or Γ `d e : A⊥⊥;σ , then (e |τ )ρ ∈ ‖Aρ ‖e .

5. If p is a proof term such that Γ `σ p : A or Γ `d p : A;σ , then (p |τ )ρ ∈ |Aρ |p .

6. If Vt is a term value such that Γ `σ Vt : T , then (Vt |τ )ρ ∈ |Tρ |Vt .

7. If π is a term context such that Γ `σ π : T , then (π |τ )ρ ∈ |Tρ |π .

8. If t is a term such that Γ `σ t : T , then (t |τ )ρ ∈ |Tρ |t .

9. If τ ′ is a store such that Γ `σ τ ′ : (Γ′; )σ ′, then (ττ ′,ρ)  (Γ,Γ′;σσ ′).

10. If c is a command such that Γ `σ c or Γ `d c;σ , then (cτ )ρ ∈ ⊥⊥.

11. If cτ ′ is a closure such that Γ `σ cτ ′ or Γ `d cτ ′;σ , then (cττ ′)ρ ∈ ⊥⊥.

Proof. �e proof is done by induction on the typing derivation such as given in the system extended
with the small-step reduction s . Most of the cases correspond to the proof of adequacy for the in-
terpretation of the λ[lvτ?]-calculus, so that we only give the most interesting cases. To lighten the
notations, we omit the annotation by the valuation ρ whenever it is possible.

• Case (∃r ). We recall the typing rule through the decomposition of dependent sums:

Γ `σ t : u ∈ T Γ `σ p : A[u/x]
Γ `σ (t ,p) : (u ∈ T ∧A[u])

By induction hypothesis, we obtain that (t |τ ) ∈ |u ∈ T |t and (p |τ ) ∈ |A[u]|p . Consider thus any
context-in-store (e |τ ′) ∈ ‖u ∈ T ∧A[u]‖e such that τ and τ ′ are compatible, and let us denote by τ0 the
union ττ ′. We have:

〈(t ,p) ||e〉pτ0  s 〈p ||µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉〉pτ0

so that by anti-reduction, we need to show that µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉 ∈ ‖A[u]‖e . Let us then
consider a value-in-store (V |τ ′0 ) ∈ |A[u]|V such that τ0 and τ ′0 are compatible, and let us denote by τ1 the
union τ0τ ′0 . By closure under delimited continuations, to show that 〈V ||µ̃ťp.〈t ||µ̃x .〈ťp||µ̃a.〈(x ,a) ||e〉〉〉〉pτ1
is in the pole it is enough to show that the closure 〈t ||µ̃x .〈V ||µ̃a.〈(x ,a) ||e〉〉〉τ1 is in ⊥⊥,. �us it su�ces
to show that the coterm-in-store (µ̃x .〈V ||µ̃a.〈(x ,a) ||e〉〉|τ1) is in |u ∈ T |π .

Consider a term value-in-store (Vt |τ
′
1 ) ∈ |u ∈ T |Vt , such that τ1 and τ ′1 are compatible, and let us

denote by τ2 the union τ1τ ′1 . We have:

〈Vt ||µ̃x .〈V ||µ̃a.〈(x ,a) ||e〉〉〉τ2  s 〈V ||µ̃a.〈(Vt ,a) ||e〉〉τ2  s 〈(Vt ,a) ||e〉τ2[a := V ]

It is now easy to check that ((Vt ,a) |τ2[a := V ]) ∈ |u ∈ T ∧ A[u]|V and to conclude, using Lemma 8.19
to get (e |τ2[a := V ]) ∈ ‖u ∈ T ∧A[u]‖e , that this closure is �nally in the pole.

• Case (≡r ),(≡l ). �ese cases are direct consequences of Lemma 8.21 since if A,B are two formulas
such that A ≡ B, in particular A ≡τ B and thus |A|v = |B |v .

• Case (refl),(=l ). �e case for refl is trivial, while it is trivial to show that (µ̃=.〈p ||e〉|τ ) is in ‖t = u‖f
if (p |τ ) ∈ |A[t]|p and (e |τ ) ∈ ‖A[u]‖e . Indeed, either t ≡τ u and thus A[t] ≡τ A[u] (Lemma 8.21, or
t .τ u and ‖t = u‖f = Λτf .
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• Case (∀xr ). �is case is standard in a call-by-value language with value restriction. We recall the
typing rule:

Γ `σ v : A x < FV (Γ)

Γ `σ v : ∀x .A
(∀xr )

�e induction hypothesis gives us that (v |τ )ρ is in |Aρ |V for any valuation ρ[x 7→ t]. �en for any t ,
we have (v |τ )ρ ∈ ‖Aρ [t/x]‖⊥⊥vf so that (v |τ )ρ ∈ (

⋂
t ∈Λt ‖A[t/x]‖⊥⊥vf ). �erefore if ( f |τ ′)ρ belongs to

‖∀x .Aρ ‖f = (
⋂

t ∈Λt ‖A[t/x]‖⊥⊥vf )⊥⊥f , we have by de�nition that (v |τ )ρ⊥⊥( f |τ ′)ρ .

• Case (ind). We recall the typing rule:

Γ `σ t : � Γ `σ p0 : A[0/x] Γ,x : T ,a : A `σ pS : A[S (x )/x]
Γ `σ indtax [p0 | pS ] : A[t/x]

(ind)

We want to show that (indtax [p0 | pS ]|τ ) ∈ |A[t]|p , let us then consider (e |τ ′) ∈ ‖A[t]‖e such that τ and
τ ′ are compatible, and let us denote by τ0 the union ττ ′. By induction hypothesis, we have11 t ∈ |t ∈ �|t
and we have:

〈indtbx [p0 | pS ]||e〉pτ0  s 〈µt̂p.〈t ||µ̃y.〈a ||t̂p〉[a := ind
y
bx [p0 | pS ]]〉||e〉pτ0

so that by anti-reduction and closure under delimited continuations, it is enough to show that the
coterm-in-store (µ̃y.〈a ||e〉[a := ind

y
bx [p0 | pS ]]|τ0) is in |t ∈ �|π . Let us then consider (Vt |τ ′0 ) ∈ |t ∈ �|Vt

such that τ0 and τ ′0 are compatible, and let us denote by τ1 the union τ0τ ′0 . By de�nition, Vt = Sn (0) for
some n ∈ � and t ≡τ1 S

n (0), and we have:

〈Sn (0) ||µ̃y.〈a ||e〉[a := ind
y
bx [p0 | pS ]]〉τ1  s 〈a ||e〉τ1[a := indS

n (0)
bx [p0 | pS ]]

We conclude by showing by induction on the natural numbers that for any n ∈ N , the value-in-store
(a |τ1[a := indS

n (0)
bx [p0 | pS ]]) is in |A[Sn (0)]|V . Let us consider ( f |τ ′1 ) ∈ ‖A[Sn (0)]‖f such that the store

τ1[a := indS
n (0)

bx [p0 | pS ]] and τ ′1 are compatible, and let us denote by τ2[a := indS
n (0)

bx [p0 | pS ]]τ ′2 their
union.

• If n = 0, we have:

〈a || f 〉τ2[a := ind0
bx [p0 | pS ]]τ ′2  s 〈p0 ||µ̃a.〈a || f 〉τ

′
2〉τ2

We conclude by anti-reduction and the induction hypothesis for p0, since it is easy to show that
(µ̃a.〈a || f 〉τ ′2 |τ2) ∈ ‖A[0]‖e .

• If n = S (m), we have:

〈a || f 〉τ2[a := indS (S
m (0))

bx [p0 | pS ]]τ ′2  s 〈pS [Sm (0)/x][b ′/b]||µ̃a.〈a || f 〉τ ′2〉pτ2[b ′ := indS
m (0)

bx [p0 | pS ]]

Since we have by induction that (b ′ |τ2[b ′ := indS
m (0)

bx [p0 | pS ]]) is in |A[Sm (0)]|V , we can conclude
by anti-reduction, using the induction hypothesis for pS and the fact that (µ̃a.〈a || f 〉τ ′2 |τ2) belongs
to ‖A[S (Sm (0))]‖e .

11Recall that any term t of type T can be given the type t ∈ T .
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• Case (cofix). We recall the typing rule:

Γ `σ t : T Γ,x : T ,b : ∀yT.X (y) `σ p : A X positive in A X < FV (Γ)

Γ `σ cofixtbx [p] : ν tXxA
(cofix)

We want to show that (cofixtbx [p]|τ ) ∈ |ν tXxA|p , let us then consider (e |τ ′) ∈ ‖ν tXxA‖e such that τ and
τ ′ are compatible, and let us denote by τ0 the union ττ ′. By induction hypothesis, we have t ∈ |t ∈ T |t
and we have:

〈cofixtbx [p]||e〉pτ0  s 〈µt̂p.〈t ||µ̃y.〈a ||t̂p〉[a := cofix
y
bx [p]]〉||e〉pτ0

so that by anti-reduction and closure under delimited continuations, it is enough to show that the
coterm-in-store (µ̃y.〈a ||e〉[a := cofix

y
bx [p]]|τ0) is in |t ∈ �|π . Let us then consider (Vt |τ

′
0 ) ∈ |t ∈ T |Vt

such that τ0 and τ ′0 are compatible, and let us denote by τ2 the union τ0τ ′0 . We have:

〈Vt ||µ̃y.〈a ||e〉[a := cofix
y
bx [p]]〉τ1  s 〈a ||e〉τ1[a := cofixVtbx [p]]

It su�ces to show now that the value-in store (a |τ1[a := cofixVtbx [p]]) is in |νVtXxA|V . By de�nition, we
have:

|νVtXxA|V = (
⋃
n∈�

‖FnA,Vt ‖f )
⊥⊥V =

⋂
n∈�

‖FnA,Vt ‖
⊥⊥V
f =

⋂
n∈�

|FnA,Vt |V

We conclude by showing by induction on the natural numbers that for any n ∈ N and any Vt , the
value-in-store (a |τ1[a := cofixVtbx [p]]) is in |FnA,Vt |V .

�e case n = 0 is trivial since |F 0
A,Vt
|V = |>|V = ΛτV . Let then n be an integer and any Vt be a term

value. Let us consider ( f |τ ′1 ) ∈ ‖Fn+1
A,Vt

A‖f such that τ1[a := cofixVtbx [p]] and τ ′1 are compatible, and let
us denote by τ2[a := cofixVtbx [p]]τ ′2 their union. By de�nition, we have:

〈a || f 〉τ2[a := cofixVtbx [p]]τ ′2  s 〈p[Vt/x][b ′/b]||µ̃a.〈a || f 〉τ ′2〉τ2[b ′ := λy.cofixybx [p]]

It is straightforward to check, using the induction hypothesis for n, that (b ′ |τ2[b ′ := λy.cofixybx [p]])
is in |∀y.y ∈ T → FnA,y |V . �us we deduce by induction hypothesis for p, denoting by S the function
t 7→ ‖FnA,t ‖f , that:

(p[Vt/x][b ′/b]|τ2[b ′ := λy.cofixybx [p]]) ∈ |A[Vt/x][Ṡ/X ]|p = |A[Vt/x][FnA,y/X (y)]|p = |Fn+1
A,Vt |p

It only remains to show that (µ̃a.〈a || f 〉τ ′2 |τ2) ∈ ‖F
n+1
A,Vt
‖e , which is trival from the hypothesis for f . �

We can �nally deduce from Propositions 8.14 and 8.22 that dLPAω is normalizable and sound.

�eorem 8.23 (Normalization). If Γ `σ c , then c is normalizable.

�eorem 8.24 (Consistency). 0dLPAω p : ⊥

Proof. Assume there is such a proof p, by adequacy (p |ε ) is in |⊥|p for any pole. Yet, the set ⊥⊥ , ∅ is a
valid pole, and with this pole, |⊥|p = ∅, which is absurd. �

8.4.2 About the interpretation of coinductive formulas

While our realizability interpretation �nally gave us a proof of normalization and soundness for dLPAω ,
it has two aspects that we could �nd unsatisfactory. First, regarding the small-step reduction system,
one could have expected the lowest level of interpretation to bev instead of f . Moreover, if we observe
our de�nition, we notice that most of the cases of ‖ · ‖f are in fact de�ned by orthogonality to a subset
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of strong values. Indeed, except for coinductive formulas, we could indeed have de�ned instead an
interpretation | · |v of formulas at level v and then the interpretation ‖ · ‖f by orthogonality:

|⊥|v , ∅

|t = u |v ,



refl if t ≡ u
∅ otherwise

|p ∈ A|v , {(v |τ ) ∈ |A|v : v ≡τ p}
|T → B |v , {(λx .p |τ ) : ∀Vtτ ′,τ � τ ′ ∧ (Vt |τ

′) ∈ |T |V ⇒ (p[Vt/x]|ττ ′) ∈ |B |p }
|A→ B |v , {(λa.p |τ ) : ∀Vτ ′,τ � τ ′ ∧ (V |τ ′) ∈ |A|V ⇒ (p |ττ ′[a := V ]) ∈ |B |p }
|T ∧A|v , {((Vt ,V ) |τ ) : (Vt |τ ) ∈ |T |Vt ∧ (V |τ ) ∈ |A2 |V }

|A1 ∧A2 |v , {((V1,V2) |τ ) : (V1 |τ ) ∈ |A1 |V ∧ (V2 |τ ) ∈ |A2 |V }

|A1 ∨A2 |v , {(ιi (V ) |τ ) : (V |τ ) ∈ |Ai |V }

|∃x .A|v ,
⋃

t ∈Λt |A[t/x]|v
|∀x .A|v ,

⋂
t ∈Λt |A[t/x]|v

|∀a.A|v ,
⋂

p∈Λp |A[p/x]|v
‖A‖f , {( f |τ ) : ∀vτ ′,τ � τ ′ ∧ (v |τ ′) ∈ |A|v ⇒ (v |τ ′)⊥⊥(F |τ )}

If this de�nition is somewhat more natural, it poses a problem for the de�nition of coinductive
formulas. Indeed, there is a priori no strong value in the orthogonal of ‖ν tf vA‖f , which is:

(‖ν tf vA‖f )
⊥⊥v = (

⋃
n∈�

‖FnA,t ‖f )
⊥⊥v =

⋂
n∈�

(‖FnA,t ‖f )
⊥⊥v )

For instance, consider again the case of a stream of type ν0
f xA(x ) ∧ f (S (x )) = 0, a strong value in the

intersection should be in every |A(0) ∧ (A(1) ∧ . . . (A(n) ∧ >) . . . ) |v , which is not possible due to the
�niteness of terms12 �us the de�nition |ν tf vA|v ,

⋂
n∈� |F

n
A,t |v would give |ν tf xA|v = ∅ = |⊥|v .

Interestingly, and this is the second aspect that we do not �nd completely satisfactory, we could
have de�ne instead the truth value of coinductive formulas directly by :

|ν tf xA|v , |A[t/x][νyf xA/f (y) = 0]|v

Let us sketch the proof that such a de�nition is well-founded. We consider the language of formulas
without coinductive formulas and extended with formulas of the shape X (t ) where X ,Y , ... are param-
eters. At level v , closed formulas are interpreted by sets of strong values-in-store (v |τ ), and as we
already observed, these sets are besides closed under the relation ≡τ along their component τ . If A(x )
is a formula whose only free variable is x , the function which associates to each term t the set |A(t ) |v
is thus a function from Λt to P (Λτv )≡τ , let us denote the set of these functions by L .

Proposition 8.25. �e set L is a complete la�ice with respect to the order ≤L de�ned by:

F ≤L G , ∀t ∈ Λt .F (t ) ⊆ G (t )

Proof. Trivial since the order on functions is de�ned pointwise and the co-domain P (Λτv ) is itself a
complete la�ice. �

12Yet, it might possible to consider interpretation with in�nite proof terms, the proof of adequacy for proofs and contexts
(which are �nite) will still work exactly the same. However, another problem will arise for the adequacy of the cofix operator.
Indeed, with the interpretation above, we would obtain the inclusion ⋃

n∈� (‖F
n
A,t ‖f ) ⊂ (

⋂
n∈� |F

n
A,t |t )

⊥⊥f = ‖ν tf xA‖f which
is strict in general. By orthogonality, this gives us that |ν tf xA|V ⊆

⋃
n∈� (‖F

n
A,t ‖f ))

⊥⊥V , while the proof of adequacy only
proves that (a |τ [a := cofixtb [x]p]) belongs to the la�er set.
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We de�ne valuations, which we write ρ, as functions mapping each parameter X to a function
ρ (X ) ∈ L . We then de�ne the interpretations |A|ρv , ‖A‖

ρ
f , ... of formulas with parameters exactly as

above with the additional rule13:

|X (t ) |
ρ
v , {(v |τ ) ∈ ρ (X ) (t )}

Let us �x a formula A which has one free variable x and a parameter X such that sub-formulas of
the shape X t only occur in positive positions in A.

Lemma 8.26. Let B (x ) is a formula without parameters whose only free variable is x , and let ρ be a
valuation which maps X to the function t 7→ |B (t ) |v . �en |A|ρv = |A[B (t )/X (t )]|v

Proof. By induction on the structure ofA, all cases are trivial, and this is true for the basic caseA ≡ X (t ):

|X (t ) |
ρ
v = ρ (X ) (t ) = |B (t ) |v

�

Let us now de�ne φA as the following function:

φA :
{

L → L

F 7→ t 7→ |A[t/x]|[X 7→F ]
v

Proposition 8.27. �e function φA is monotone.

Proof. By induction on the structure ofA, whereX can only occur in positive positions. �e case |X (t ) |v
is trivial, and it is easy to check that truth values are monotonic with respect to the interpretation of
formulas in positive positions, while falsity values are anti-monotonic. �

We can thus apply Knaster-Tarski theorem to φA, and we denote by gfp(φA) its greatest �xpoint.
We can now de�ne:

|ν tXxA|v , gfp(φA) (t )

�is de�nition satis�es the expected equality:

Proposition 8.28. We have:
|ν tXxA|v = |A[t/x][νyXxA/X (y)]|v

Proof. Observe �rst that by de�nition, the formulaB (z) = |νzXxA|v satis�es the hypotheses of Lemma 8.26
and that gfp(φA) = t 7→ B (t ). �en we can deduce :

|ν tXxA|v = gfp(φA) (t ) = φA (gfp(φA)) (t ) = |A[t/x]|[X 7→gfp(φA )]
v = |A[t/x][νyXxA/X (y)]|v

�

Back to the original language, it only remains to de�ne |ν tf xA|v as the set |ν tXxA[X (y)/f (y) = 0]|v
that we just de�ned. �is concludes our proof that the interpretation of coinductive formulas through
the equation in Proposition 8.28 is well-founded.

We could also have done the same reasoning with the interpretation from the previous section, by
de�ning L as the set of functions from Λt to P (Λτf )≡τ . �e function φA, which is again monotonic, is
then:

φA :
{

L → L

F 7→ t 7→ |A[t/x]|[X 7→F ]
v

13Observe that this rule is exactly the same as in the previous section (see Figure 8.8).
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We recognize here the de�nition of the formula FnA,t . De�ning f 0 as the function t 7→ ‖>‖f and
f n+1 , φA ( f

n ) we have:
∀n ∈ �, ‖FnA,t ‖f = f n (t ) = φnA ( f

0) (t )

However, in both cases (de�ning primitively the interpretation at level v or f ), this de�nition does
not allow us to prove14 the adequacy of the (cofix) rule. In the case of an interpretation de�ned at
level f , the best that we can do is to show that for any n ∈ �, f n is a post-�xpoint since for any term
t , we have:

f n (t ) = ‖FnA,t ‖f ⊆ ‖F
n+1
A,t ‖f = f n+1 (t ) = φA ( f

n ) (t )

With ‖ν tf xA‖f de�ned as the greatest �xpoint ofφA, for any term t and anyn ∈ �we have the inclusion
f n (t ) ⊆ gfp(φA) (t ) = ‖ν

t
f xA‖f and thus:⋃

n∈�

‖FnA,t ‖f =
⋃
n∈�

f n (t ) ⊆ ‖ν tf xA‖f

By orthogonality, we get:
|ν tf xA|V ⊆

⋂
n∈�

|FnA,t |V

and thus our proof of adequacy from the last section is not enough to conclude that cofixtbx [p] ∈
|ν tf xA|p . For this, we would need to prove that the inclusion is an equality. An alternative to this would
be to show that the function t 7→

⋃
n∈� ‖F

n
A,t ‖f is a �xpoint for φA. In that case, we could stick to this

de�nition and happily conclude that it satis�es the equation:

‖ν tXxA‖f = ‖A[t/x][νyXxA/X (y)]‖f

�is would be the case if the function φA was Sco�-continuous on L (which is a dcpo), since we
could then apply Kleene �xed-point theorem15 to prove that t 7→ ⋃

n∈� ‖F
n
A,t ‖f is the stationary limit

of φnA ( f0). However, φA is not Sco�-continuous16 (the de�nition of falsity values involves double-
orthogonal sets which do not preserve supremums), and this does not apply.

8.5 Conclusion and perspectives

Recap of the journey In the end, we met our main objective, namely proving the soundness and
the normalization of a language which includes proof terms for dependent and countable choice in
a classical se�ing. �is language, which we called dLPAω , provides us with the same computational
features as dPAω but in a sequent-calculus fashion. �e calculus indeed includes co-�xpoint operators,
which are lazily evaluated. To this end, dLPAω uses the design of the λ[lvτ?]-calculus of Ariola et
al. [4], which we equipped in Chapter 6 with a type system and which we proved to be normalizing.
In addition, the proof terms of dLPAω are dependently typed thanks to a restriction of dependencies
to the negative-elimination-free fragment which makes them compatible with classical logic. �ese
computational features allows dLPAω to internalize the realizability approach of [16, 41] as a direct
proofs-as-programs interpretation: both proof terms for countable and dependent choices furnish a

14To be honest, we should rather say that we could not manage to �nd a proof, and that we would welcome any suggestion
from insightful readers.

15In fact, Cousot and Cousot proved a constructive version of Kleene �xed-point theorem which states that without any
continuity requirement, the trans�nite sequence (φαA ( f

0))α ∈On is stationary [31]. Yet, we doubt that the gain of the desired
equality is worth a trans�nite de�nition of the realizability interpretation.

16In fact, this is nonetheless a good news about our interpretation. Indeed, it is well-know that the more “regular” a model
is, the less interesting it is. For instance, Streicher showed that the realizability model induced by Sco� domains (using it as
a realizability structure) was not only a forcing model by also equivalent to the ground model.
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lazy witness for the ideal choice function which is evaluated on demand. At the risk of repeating
ourself, this interpretation is in line with the slogan that with new programing principles—here the
lazy evaluation and the co-inductive objects—come new reasoning principles—here the axioms AC�
and DC .

In our search for a proof of normalization for dLPAω , we developed novel tools to study these side-
e�ects and dependent types in presence of classical logic. On the one hand, we set out in Chapter 7 the
di�culties related to the de�nition of a sequent calculus with dependent types. We proposed a formal-
ism, dLt̂p, which restricts the dependencies to proofs in the nef fragment together. �is restriction is
strengthened with an evaluation of dependently typed computations within delimited continuations;
while the type system is enriched with an explicit list of dependencies. �is provides us with a calculus
whose reduction is safe, and which has the advantage of being suitable for a typed continuation-passing
style translation carrying the dependencies.

On the other hand, we de�ned a typed continuation-and-store passing style translation for the
λ[lvτ?]-calculus, which we related to Kripke forcing semantics. Besides, we saw how to handle laziness
and explicit stores in a realizability interpretation à la Krivine. �is might be a �rst step toward new
interpretations of di�erent axioms using laziness within Krivine classical realizability. In a long term
perspective, it would be interesting to understand the impact of laziness and stores on the corresponding
realizability algebras. More generally, the algebraic models that we study in the last part of this thesis
are oriented toward the call-by-name and the call-by-value evaluation strategies. While it is probably
the case that these structures could be modi�ed to obtain call-by-need algebras, the structure of such
algebras is not obvious a priori.

Comparison with Krivine’s interpretations of dependent choice At the end of the day, we pre-
sented a calculus, dLPAω , with the nice property of allowing for the direct de�nition of a proof term for
the axiom of dependent choice. Beside, we prove the normalization and soundness of dLPAω by means
of a realizability interpretation à la Krivine. Yet, the computational content we give to the axiom of
dependent choice is pre�y di�erent of Krivine’s usual realizer of the same [95]. Indeed, our proof uses
dependent types to get witnesses of existential formulas, and represents the choice function through
the lazily evaluated stream of its values. In turn, Krivine realizes a statement which is logically equiv-
alent to the axiom of dependent choice thanks to the instruction quote, which injectively associates a
natural number to each closed λc -term. In particular, such an instruction allows to compare the codes
of two programs, so that terms of the λc -calculus extended with quote can reduce di�erently according
to the code of the arguments they are given. In a more recent work [103], Krivine proposes a realiz-
ability model which has a bar-recursor and where the axiom of dependent choice is realized using the
bar-recursion. �is realizability model satis�es the continuum hypothesis and many more properties,
in particular the real numbers have the same properties as in the ground model. However, the very
structure of this model, where Λ is of cardinal ℵ1 (in particular in�nite streams of integer are terms),
makes it incompatible with the instruction quote.

It is clear that the three approaches are di�erent in terms of programming languages. Nonetheless,
it could be interesting to compare them from the point of view of the realizability models they give rise
to. We did not study at all this question for dLPAω , especially we do not know whether it is suitable
to de�ne the same model of ZF + ¬ AC + ¬ CH (set theory with the negation of the axiom of choice
and the negation of continuum hypothesis). Neither do we know if the induced model is compatible
with the quote instruction (we conjecture that it is). It might be the case that our approach can be
related with the one with a bar-recursor in [103]. In particular, our analysis of the interpretation of
co-inductive formulas may suggest that the interest of lazy co-�xpoints is precisely to approximate the
limit situation where Λ has in�nite objects.

�e study of the structures of Krivine realizability models is already a hard question, and so is in
general the problem of determining the consequences that a particular set of instructions or a speci�c
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pole might have on on the model17. Nonetheless, the question still holds.

Reduction of the consistency of classical arithmetic in �nite types with dependent choice to
the consistency of second-order arithmetic �e standard approach to the computational content
of classical dependent choice in the classical arithmetic in �nite types is via realizability as initiated by
Spector [151] in the context of Gödel’s functional interpretation, and later adapted to the context of
modi�ed realizability by Berardi et al [16]. In the di�erent se�ings of second-order arithmetic [98] and
classical realizability, Krivine [95] gives a realization of a formulation of dependent choice over sets of
numbers using side-e�ects (a clock or a quote operator).

In all these approaches, the correctness of the realizer, which implies consistency of the system,
is itself justi�ed by a use at the meta-level of a principle classically equivalent to dependent choice
(dependent choice itself in Krivine, bar induction or update induction [17] in the case of Spector or
Berardi et al).

Our approach is here di�erent. Not only we directly interpret proofs of dependent choice in classical
arithmetic computationally but we propose a path to a computational reduction of the consistency of
classical arithmetic in �nite types (PAω ) to the one of the target language Fϒ. �is system is an extension
of system F , but it is not clear whether its consistency is conservative of not over system F . Ultimately,
we would be interested in a computational reduction of the consistency of dPAω or dLPAω to the
one of PA2, that is to the consistency of second-order arithmetic. While it is well-known that DC is
conservative over second-order arithmetic with full comprehension (see [150, �eorem VII.6.20]), it
would nevertheless be very interesting to have such a direct computational reduction. �e converse
direction has been recently studied by Valentin Blot, who presented in [19] a translation of System F
into a simply-typed total language with a variant of bar recursion.

17To quote the last PhD student in date who a�empted to de�ne purpose-oriented realizability models [2], they are like
Forrest’s Gump chocolates boxes, “you never know what you’re gonna get”.
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9- Algebraization of realizability

In the �rst parts of this thesis, we introduced several calculi for which we gave a Krivine realizability
interpretation. Namely, in addition to Krivine’s λc -calculus, we presented interpretations for the call-
by-name, call-by-value and call-by-need λµµ̃-calculi, for dLt̂p and for dLPAω . Amongst others, we
could cite Munch-Maccagnoni’s interpretation for System L [127], Lepigre’s interpretation for his call-
by-value calculus with a semantical value restriction [109], or Jaber’s interpretation of SECD machine
code [81]. Since classical realizability interpretations provide powerful tools for computational analysis
of programs, it naturally raises the question of knowing what is, in a calculus, the structure necessary
to the de�nition of a classical realizability interpretation.

�e structures of classical realizability Additionally, as we brie�y mentioned in Section 3.5.3,
the recent work of Krivine revealed impressive new perspectives in using realizability from a model-
theoretic point of view. In [99] and [100], Krivine introduced the notion of realizability algebras, which
constitute the classical counterpart of partial combinatory algebras for intuitionistic realizability. He
showed how these structures allow for the construction of models of ZF. Relying on realizability al-
gebras, he de�ned in particular a model in which neither the continuum hypothesis nor the axiom of
choice are valid (see Section 3.5.3), bringing then new perspectives from a model-theoretic point of
view.

Roughly speaking, a realizability algebra contains the minimal structure to be a suitable target for
compiling the λc -calculus. It consists of three sets: a set of terms Λ (which contains a certain set of
combinators1), a set of stacks Π and a set of processes Λ ? Π together with a preorder relation � on
Λ ? Π. �ese elements are axiomatized in such a way that the relation � behaves like the reduction
of the abstract machine for the λc -calculus. Such a structure is indeed present in each of the cases we
studied in this thesis.

�e structures of intuitionistic realizability On the other hand, in the continuity of Kleene and
Troelstra’s tradition of intuitionistic realizability (see [160] for an historical overview), Hyland, John-
stone and Pi�s introduced in the 1980s the notion of tripos [80, 136]. A major application of triposes is
the e�ective topos E f f , later introduced by Hyland in [79], which allows for an analysis of realizability
in the general framework of toposes. Let us brie�y outline the tripos underlying Kleene realizability.
Recall that in Kleene realizability, a formula is realized by natural numbers (see Chapter 3). To each
closed formula φ we can then associate the set of its realizers {n ∈ � : n  φ}, which belongs to P (�).
�is structure can be generalized to interpret a predicate φ (x ), where the free variable x ranges over a
set X , as a function from X to P (�) which associates to each x ∈ X the set {n ∈ � : n  φ (x )}. For
instance, given a set X , we can de�ne the equality =X as the function:

=X : (x ,y) ∈ (X × X ) 7→



� if x = y
∅ otherwise

1See [99] for the full de�nition. �e key point is that the set of combinators is complete with respect to the λ-calculus and
contains cc .
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Following the realizability interpretation, we can interpret predicate logic, for instance we de�ne2:

(φ → ψ ) (x ) , {n ∈ � : ∀m ∈ φ (x ),n(m) ∈ ψ (x )} .

�is naturally induces an entailment relation `X on predicates for each setX . Given φ,ψ two predicates
over X , we say that φ `X ψ if there exists n ∈ � such that for all x ∈ X , n realizes (φ → ψ ) (x ), that is
to say:

φ `X ψ ,
⋂
x ∈X

(φ → ψ ) (x ) , ∅ .

�e entailment relation `X de�nes in fact a preorder on predicates. Moreover, the set of predicates
equipped with this preorder (P (�)X ,`X ) broadly de�nes a Heyting algebra3. Indeed, in addition to the
arrow→, the connectives ∧, ∨ can be de�ned as in Kleene realizability. It is almost direct4 to show that
for any set X :

χ ∧ φ `X ψ ⇔ χ `X φ → ψ

Given two sets X ,Y , any function f : X → Y induces a function f ∗ from P (�)Y to P (�)X by precom-
posing any φ : Y → P (�) by f : φ ◦ f : X → P (�). In terms of logic, f ∗ corresponds to the operation
of reindexing the variables of a predicate φ along f .

Before turning to a more formal introduction, the last logical notions we want to mention in this
context are the quanti�ers, whose presentation is due to Lawvere’s work [106]. Consider the particular
case of a projection π : Γ × X → Γ. It gives rise to a function π ∗ : P (�)Γ → P (�)Γ×X , which turns
any predicate φ on Γ into a predicate π ∗ (φ) on Γ × X . On the contrary, since existential and universal
quanti�ers onX bind a variable, they are de�ned as functions from P (�)Γ×X → P (�)Γ , in such a way5

that the following equivalences hold for all φ ∈ P (�)Γ and for allψ ∈ P (�)Γ×X :

ψ `Γ×X π ∗ (φ) if and only if ∃X (ψ ) `Γ φ
π ∗ (φ) `Γ×X ψ if and only if φ `Γ ∀X (ψ )

Up to this point, the structure we exhibited is called a hyperdoctrine, due to F. William Lawvere [106].
In broad terms, a hyperdoctrine is de�ned by a similar structure where the sets P (�)X are generalized
to arbitrary Heyting algebras (HX ,`X ). A tripos, as we will see, is a hyperdoctrine with the extra-
assumption that there exists a set Prop (here P (�)) of “propositions” and a generic “truth predicate”
tr ∈ HProp (here the identity function idP (�)), such that for any predicate φ in HX , there exists a
function χφ : X → Prop which veri�es:

φ a`X χ ∗φ (tr)

Triposes, which were studied and de�ned by Andrew Pi�s during his PhD thesis [136, 137], have been
conducive to the categorical analysis of realizability.

Towards a categorical presentation of classical realizability For a long time, Krivine classical
realizability and the categorical approach to realizability seemed to have no connections. �e situa-
tion changed in the past ten years, notably thanks to �omas Streicher who built an important bridge
in [152]. A�er reformulating the Krivine’s abstract machine of the λc -calculus as an abstract Krivine

2Remember that a natural number n is identi�ed with the nth recursive function of a �xed enumeration.
3Strictly speaking, it actually de�nes a Heyting prealgebra, that is to say a Heyting algebra whose career is a preorder

(whitout the property of anti-symmetry) instead of a poset.
4In terms of recursive functions, the le�-to-right implication is merely curry�cation and vice-versa.
5We let the reader check that in the general case of a function f : X → Y , we can de�ne the quanti�ers by

∃f (φ) (y) ,
⋃
x ∈X ( f (x ) =Y y ∧ φ (x )) ∀f (φ) (y) ,

⋂
x ∈X ( f (x ) =Y y → φ (x ))
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structure (AKS), Streicher proved that from each AKS one may construct a �ltered ordered partial com-
binatory algebra and a tripos. Later on, in a series of papers from 2013-2015 [45, 45, 46] Walter Ferrer
Santos, Jonas Frey, Mauricio Guillermo, Octavio Malherbe and Alexandre Miquel developed the theory
of Krivine ordered combinatory algebras (KOCA) for classical realizability. �eir main purpose was to
try to abstract as much as possible the essence of abstract Krivine structures, in order to get a struc-
ture which is as general as possible and which captures the necessary ingredients to generate Krivine
models (i.e. triposes).

�is part of the thesis is in line with this general purpose. In the next chapters, we will introduce
the notion of implicative algebras, developed by Alexandre Miquel [122]. As we shall see, these are
structures which encompass all the structure necessary to the de�nition of classical realizability models.
In particular, the λc -calculus and the ordered combinatory algebras are de�nable within implicative
algebras. In addition, they allow for simple criteria to determine whether the induced realizability tripos
collapses to a forcing tripos. Based on the arrow connective, implicative algebras somewhat re�ect
the enriched la�ice structure underlying Krivine realizability interpretation of logic. A�er introducing
these structures, we will present the notion of disjunctive algebras and conjunctive algebras. Respectively
based on the ’par’ ` and the tensor ⊗ connectives together with a negation, these structures re�ects the
corresponding decompositions of the arrow in linear logic. As we will explain, these decompositions
can be interpreted in terms of evaluation strategies: disjunctive algebras naturally arise from a call-
by-name fragment of Munch-Maccagnoni’s System L [127], while conjunctive algebras correspond to
a call-by-value fragment of the same.

9.1 �e underlying lattice structure

9.1.1 Classical realizability

Let us start by arguing that through the Curry-Howard interpretation of logic, and especially in re-
alizability, there is an omnipresent la�ice structure. �is structure is reminiscent of the concept of
subtyping, which makes concrete, in a programming language, a well-known fact in mathematics: if f
is a function whose domain is a set X (say the set �), and if S is a subset of X (say � ⊂ �), then f can
be restricted to a function f |S of domain S . Similarly, in object-oriented programming, if a program p
takes as input any object in a classC , if D is a class which inherits of the structure ofC , p can be applied
to any object in D. �is idea is usually re�ected in the theory of typed calculus by a subtyping relation,
o�en denoted by <: , where T <:U means that T is more precise as a type. For instance, type systems
including a subtyping relation (see [23] for instance) usually have the rules:

Γ ` p : T T <:U
Γ ` p : U (Sub)

U1 <:T1 T2 <:U2
T1 → T2 <:U1 → U2

(S-Arr)

�e �rst rule, called subsumption, says that we can always replace a type by a supertype. �e second
one expresses that the arrow is contravariant on its le�-hand side and covariant on its right-hand
side. To say it di�erently, if we think of T <:U as “T is more constrained than U is”, and consider the
rule nat<: real, a function of type real → nat is indeed more constrained than a function of type
real→ real, itself more constrained than the type nat→ real. Besides, as suggested by the notation,
the subtyping relation is re�exive and anti-symmetric, it thus induces a preorder on types.

�is relation is implicit in classical realizability, in the sense that the subsumption rule is always
adequate: if A<:B, for any pole, if t  A then t  B (see [145, Proposition 3.1.1]). In terms of truth
values, this means that if A<:B, then ‖A‖ ⊇ ‖B‖ (and hence |A| ⊆ |B |). We said that this relation was
implicit, and indeed, even when the relation is not syntactically de�ned, given a pole ⊥⊥ it is always
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possible to de�ne a semantic notion of subtyping6:

Subtyping A ≤⊥⊥ B , for all valuations ρ, ‖B‖ρ ⊆ ‖A‖ρ

In this case, the relation ≤ being induced from (reversed) set inclusions, it comes with a richer structure
of complete la�ice, where the meet ∧ is de�ned as a union and the join ∨ as an intersection. Observe
that in particular, this corresponds to the interpretation of universal quanti�ers in classical realizability:

‖∀x .A‖ρ ,
⋃
n∈�

‖A‖ρ[x 7→n] =
k
{‖A‖ρ[x 7→n] : n ∈ �}

In this la�ice structure, quanti�ers are thus naturally de�ned as meets and joins, while the logical
connectives ∧ and ∨, in the case of realizability, are interpreted in terms of products and sums. To sum
up, classical realizability then correspond to the following picture:

Realizability: ∀ =
c

∧ = × ∃ =
b

∨ = +

9.1.2 Forcing

In turn, in the cases of semantics given by Heyting algebras (for intuitionistic logic) or Boolean algebras
(for classical logic), quanti�ers and connectives are both interpreted in terms of meets and joins. To
put it di�erently, the universal quanti�er is semantically de�ned as an in�nite conjunction, while the
existential one is de�ned as an in�nite union. �ese cases are not di�erent from Kripke semantics for
intuitionistic logic or Cohen forcing in the case of classical logic.

Let us �rst examine the case of Kripke models to show that they induce Heyting algebras. Consider
indeed a Kripke model (W ,≤,D,V ) (see Chapter 1). �en let us denote byU the set of upward closed
subsets ofW :

U , {U ⊆ W : ∀v,w ∈ W ,v ∈ U ∧v ≤ w ⇒ w ∈ U }

�e intersection (resp. the union) of upward closed sets being itself upward closed, (U ,⊆) de�nes a
la�ice structure, whose higher element > isW . In fact, this structure is even a Heyting algebra, where
for any sets U ,V ∈ U , the arrow is de�ned by:

U → V , {w ∈ W : ∀v ∈ W ,w ≤ v ∧v ∈ U ⇒ v ∈ V }

It is routine to check that U → V belongs to U and that it satis�es the properties of the implication
operation in Heyting algebras7. Moreover, it can be shown8 that the validity under Kripke semantics
in the model (W ,≤,D,V ) corresponds to the interpretation in the Heyting algebra (U ,⊆):

~φ�U = {w ∈ W : w  φ}

and thusU � φ, that is to say ~φ�U = >, if and only if ∀w ∈ W ,w  φ.
Regarding Cohen forcing, a very similar construction allows us to reduce it to the case of Boolean-

valued models [15]. Loosely speaking, Cohen forcing is a construction which, starting from a ground
model M of set theory and a poset (P ,≤) of forcing conditions, de�nes a new model M[G] where
G is a generic �lter on P . Without entering into the de�nition of M[G], we can brie�y explain how
the validity inM[G] can be understood in terms of Boolean algebras. First, any poset (P ,≤P ) can be

6Note that this de�nition is speci�c to classical realizability, in the intuitionistic case, semantic subtypingA<:B is de�ned
as the inclusion |A| ⊆ |B | of truth value. In the classical se�ing, semantic subtyping is thus de�ned as the reversed inclusion
of falsity values ‖B‖ ⊆ ‖A‖, which is a strictly stronger condition (in fact, the inclusion of truth value |A| ⊆ |B | does not
constitute a valid de�nition of subtyping in the classical case).

7Both direction of the equivalence U ∩ X ⊆ V ⇔ X ⊆ U → V are simple exercises.
8See for instance [48] for a complete proof.
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embedded by an order-preserving morphism to RO (P ) the complete Boolean algebra of regular open
sets9 of P . �e embedding e in question maps every forcing condition p to the interior of the closure of
the following open set:

Op = {q ∈ P : q ≤ p} .

Writing B for the Boolean algebra RO (P ), the forcing relation can then be de�ned by:

p  φ , e (p) ≤ ~φ�B

where ~·�B is the interpretation in the Boolean-valued modelMB . Finally, the validity of a formula
φ inM[G] is broadly10 de�ned by the existence of a condition p ∈ G which forces φ. �e truth value
under the forcing translation can thus be interpreted in terms of Boolean algebras.

For these reasons, we can say that the interpretation of connectives and quanti�cations in intu-
itionistic (Kripke) and classical (Cohen) forcing amount to their interpretations in Heyting and Boolean
algebras, respectively. �is situation can be summarized by:

Forcing: ∀ = ∧ =
c

∃ = ∨ =
b

In this sense, the realizability interpretation is therefore, a priori, more general than the forcing one.

9.2 A types-as-programs interpretation

Let us put the focus back on the la�ice structure in realizability, and more speci�cally to the subtyp-
ing relation. Given a �xed pole ⊥⊥, the semantic de�nition of the subtyping relation that we gave is
equivalent to:

A ≤⊥⊥ B if for all t , whenever t  A then t  B

Formulas are thus ordered according to their truth values, which are set of realizers. Loosely speaking,
we are identifying formulas with their realizers. On the other hand, many semantics allows us to
associate terms with their principal types. For instance, the identity I = λx .x can be identi�ed to its
principal type ∀X .X → X ; doing so, the fact that I  nat → nat can be read as ∀X .X → X ≤ nat →
nat at the level of formulas. Identifying terms with their principal type allows us to associate to each
realizer the truth value of its principal types (to which it belongs). In other words, it corresponds to the
following informal inclusion:

Realizers ⊆ Truth values

But what can be said about the reverse inclusion? In order to consider truth values as realizers we
should be able to li� the operations of λ-abstraction and application at the level of truth values. As
we shall see in the next chapters, this is in fact perfectly feasible in simple algebraic structures, called
implicative structures. In these structures, that we present in Chapter 10, truth values can be regarded
as generalized realizers and manipulated as such. In particular, it suggests that the previous inclusion
of realizers into truth values could actually be turned into an equality:

Realizers = Truth values

An important feature of implicative structures is thus that they allow to formalize this identi�cation.
In particular, any truth value a will be identi�ed with the realizer whose principal type is a itself.
Implicative structures are complete la�ices equipped with a binary operationa → b verifying properties

9For the order topology. Regular open sets are open sets which are equal to the interior of their closure.
10To be more accurate, a formula ϕ (x1, ...xn ) is valid inM[G] if there exists a condition p in G which forces ϕ (x1, ...xn )

where x i is a name in MB for xi . We really do not want to formally introduced forcing here, an introduction in terms of
Boolean-valued model is given in [15].
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coming from the logical implication. As we will see, they indeed allow us to interpret both the formulas
and the terms in the same structure. For instance, the ordering relation a ≤ b will encompass di�erent
intuitions depending on whether we regard a and b as formulas or as terms. Namely, a ≤ b will be
given the following meanings:

• the formula a is a subtype of the formula b;
• the term a is a realizer of the formula b;
• the realizer a is more de�ned than the realizer b.

�e last item correspond to the intuition that if a is a realizer of all the formulas of which b is a realizer,
a is more precise than b, or more powerful as a realizer. �erefore, a and b should be ordered.

In terms of the Curry-Howard correspondence, this means that not only do we identify types with
formulas and proofs with programs, but we also identify types and programs. Visually, this corresponds
to the following situation:

FormulasTypes

Proofsλ-terms

which is to be compared with the corresponding diagram in Section 2.3.
Because we consider formulas as realizers, any formula will be at least realized by itself. In partic-

ular, the lowest formula ⊥ is realized. While this can be dazzling at �rst sight, it merely re�ects that
implicative structures do not come with an intrinsic criterion of consistency. To this purpose, we will
introduce the notion of separator, which is similar to the usual notion of �lter for Boolean algebras. Im-
plicative algebras will be de�ned as implicative structures equipped with a separator. As we shall see,
they capture the algebraic essence of classical realizability models. In particular, we will embed both
the λc -calculus and its type system in such a way that the adequacy is preserved. Furthermore, we will
see that they give rise to the usual realizability triposes, and that they provide us with simple criteria
to determine whether the induced triposes collapse to forcing triposes. Implicative algebras therefore
appear to be the adequate algebraic structure to study classical realizability and the models it induces.

9.3 Organization of the third part

Above all, we shall warn the reader that the very concept of implicative algebras—as well as the dif-
ferent results that we present about it—in this manuscript are not ours. �ey are due to Alexandre
Miquel, who have been giving numerous talks on the topic [122], but they are unpublished for the time
being. In particular, the next chapter should not be taken as a scienti�c contribution peculiar to this
thesis, even our presentation of the subject is deeply in�uenced by Miquel’s own presentation. Our
only contribution about implicative algebras is the Coq formalization that we will mention in the next
chapter.

First, we recall in the next section some de�nitions of basic algebraic structures and some vocabu-
lary from category theory that are used in the sequel. Next, in the last section of this chapter, we present
the algebraic structures prior this work which are used in the study of realizability from a categorical
point of view. �is last section is intended to be a brief survey of the work of Streicher [152] and Ferrer,
Frey, Guillermo, Malherbe and Miquel [46] on the topic. �is will naturally lead us to the de�nitions of
implicative algebras in the following chapter.
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Chapter 10 is then devoted to the presentation of implicative algebras. We �rst introduce the notion
of implicative structures and give a few examples. Next, we show how to embed both the λc -calculus
and its second-order type system while proving the adequacy of the embedding. We then introduce the
notion of separators and implicative algebras, and show how they induce realizability triposes.

In Chapter 11, we present a similar structure which is based on the decomposition of the arrow
a → b as ¬a ∨ b. We �rst give a computational account for this decomposition in a fragment of
Munch-Maccagnoni’s system L, and explain how it is related to the choice of a call-by-name evaluation
strategy for the λ-calculus. We then introduce the notion of disjunctive algebras, which we relate to
the implicative ones. Similarly, we present in Chapter 12 a structure based on the decomposition of the
arrow a → b as ¬(a ∧ ¬b) and follow the same process towards the de�nition of conjunctive algebras.

�is part of the thesis is supported by a Coq development11, in which most of the results are proved.
My motivation for this development was twofold. First, I should confess that I started it as an (amusing)
exercise to be�er understand implicative algebras. Because I was probably the �rst in the position of
checking Miquel’s de�nitions and results, I thought that the best way to do it might be to formalize
everything. Second, insofar as implicative algebras aim, on a long-term perspective, at providing a
foundational ground for the algebraic analysis of realizability models, a Coq formalization also seemed
to be a good way of laying the foundations of these structures.

9.4 Categories and algebraic structures

9.4.1 Lattices

We recall some de�nitions and properties about la�ices. Since the proofs are very standard, we omit
them and refer the reader to the Coq formalization if needed.

De�nition 9.1 (La�ice). A la�ice is a partially ordered set (L,≤) such that that any pair of elements
a,b ∈ L admits:

1.• a greatest lower bound, which we write a ∧ b;
2.• a lowest upper bound, which we write a ∨ b.

y

In order to interpret the quanti�cations, we will pay a�ention to arbitrary meets and joins, hence
to complete la�ices:

De�nition• 9.2. A la�ice L, is said to be meet-complete (resp. join-complete) if any subset A ⊆ L
admits a greatest lower bound (resp. lowest upper bound), wri�en ∧

a∈A a or simply ∧
A (resp. ∨a∈A a

and ∨
A). It is said to be complete if it is both meet- and join-complete. y

�e following theorem states that any meet-complete la�ice is also join-complete and vice-versa:

�eorem• 9.3. If L is a meet-complete la�ice, then L is a complete la�ice with the join operation de�ned
by: ∨

a∈A

a ,
∧

a∈ub (A)

a

where ub (A) is the set of upper-bounds of A. �e converse direction is similar.

Any complete la�ice has a lowest and a highest element, which we write ⊥ and >:

Proposition 9.4. In any complete la�ice L, the following holds:
11�e source of the Coq development can be browsed or downloaded from here• [123]. We use the bullet to denote the

statements which are formalized in the development. In the electronic version of the manuscript, these statements are given
with an hyperlink pointing directly to their Coq counterpart.
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1.• > =
∧
∅ =

∨
L 2.• ⊥ =

∨
∅ =

∧
L

Finally, we recall that reversing the order of a (complete) la�ice still gives a (complete) la�ice where
meet and join are exchanged:

Proposition• 9.5. If (L,≤) is a complete la�ice, then (L, /) where a / b , b ≤ a is a complete la�ice.

9.4.2 Boolean algebras

We recall the de�nition and some key properties of Boolean algebras.

De�nition• 9.6. A Boolean algebra is a quadruple (B,≤,⊥,>) such that:

• (B,≤,∨,∧) is a bounded la�ice, > being the upper bound of B and ⊥ its lower bound
• B is distributive, in the sense that:

a ∨ (b ∧ c ) = (a ∨ b) ∧ (a ∨ c ) a ∧ (b ∨ c ) = (a ∧ b) ∨ (a ∧ c ) (∀a,b,c ∈ B)

• every element a ∈ B has a complement, which we write ¬a, in the sense that:

a ∨ ¬a = > a ∧ ¬a = ⊥ (∀a ∈ B)

A Boolean algebra is said to be complete if it is complete as a la�ice. y

We state some properties of Boolean algebras, in particular the commutation of the negation with
the other internal laws:

Proposition 9.7. If B is a complete Boolean algebra, the following hold:

1.• b = ¬a if and only if (a ∨ b = >) and (a ∧ b = ⊥) (∀a,b ∈ B)

2.• ¬¬a = a (∀a ∈ B)

3.• ¬(a ∨ b) = (¬a) ∧ (¬b) and ¬(a ∧ b) = (¬a) ∨ (¬b) (∀a,b ∈ B)

Finally, we recall the commutation of the negation with arbitrary joins and meets in complete
Boolean algebras:

�eorem 9.8. If B is a complete Boolean algebra, then the following holds for any A ⊆ B:

1.• ¬
∧
{a : a ∈ A} = ∨

{¬a : a ∈ A} 2.• ¬
∨
{a : a ∈ A} = ∧

{¬a : a ∈ A}

All these commutations can be interpreted in terms of logical commutation in Boolean-valued mod-
els. �e �rst ones indicate that the internal logic of Boolean-valued models (and in particular of forcing
models) has an involutive negation and that De Morgan’s laws are satis�ed. �e former theorem indi-
cate that negation commutes with quanti�ers as follows:

¬∀ = ∃¬ ¬∃ = ∀¬

�ese equalities will not hold in general in implicative algebras. Be�er, they will precisely characterize
the collapse of the induced realizability triposes to forcing ones. In this sense, these commutations show
that implicative algebras are a strict re�nement of Boolean algebras. As such, they also are the sign that
implicative algebras might provide us with models which are a priori more general than Boolean-valued
models.
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9.4.3 Categories

We brie�y introduce some standard notions of category theory in order to further de�ne the notions
of hyperdoctrine and tripos.

De�nition 9.9. A category C is given by a class of objects together with a class of morphisms C (a,b)
for each pair a,b ∈ C of objects, as well as:

• an associative composition of morphism, which is wri�en д ◦ f for all f ∈ C (a,b),д ∈ C (b,c ),
• a morphism ida ∈ C (a,a) (identity) for each a ∈ C, such that:

∀f ∈ C (a,b), f ◦ ida = idb ◦ f = f
y

�e property required for the identity and the associativity of the composition can be expressed in
terms of diagrams, by requiring that the following diagrams commute12:

a b

a b

f

ida
f

idb

f

a

b

c

d

f

д ◦ f

д

h ◦ д

h

In the sequel, we will o�en express properties by means of diagrams. Most of the algebraic structures
that we mentioned until here can be regarded as particular categories with extra structure. �e class
of a given structure (say the Boolean algebras, the la�ices) also form a category in general, whose
morphisms are the structure-preserving functions. For instance, the following structures are categories:

• Set, the category of sets, whose objects are sets and whose morphisms are the functions between
sets;

• Poset, the category whose objects are posets and whose morphisms are order-preserving func-
tions;

• any poset (P ,≤) can be regarded as a category whose objects are its elements, and where there
is morphism between two objects x and y when x ≤ y;

• Lat, the category of la�ices, is formed with la�ices as objects and functions preserving the meet
∧ and the join ∨ as morphisms;

• any la�ice (L,≤) can be considered in itself as a category;
• etc.

We recall some standard de�nitions about objects and morphisms:

De�nition 9.10. Let C be a category:

• A morphism f : a → b is said to be invertible if there exists a morphism д : b → a such that
д ◦ f = ida et f ◦ д = idb

• a and b are said to be isomorphic if there exists f ∈ C (a,b) invertible
• an object t is said to be terminal if ∀a ∈ C,∃!f : a → t

• an object i is said to be initial if ∀a ∈ C,∃!f : i → a
y

12�at is to say that if we take an element of the object a, the images we will obtain by two paths leading to the same object
will be equal.
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De�nition 9.11 (Dual category). Let C and D be two categories. We de�ne:

• Cop the dual category of C as being the category with the same objects in which morphisms and
the composition are reversed: Cop (a,b) = C (b,a), f ◦Cop д = д ◦C f

• C × D the product category of C and D, whose objects are pairs of objects (c ∈ C,d ∈ D), and
whose morphisms are pairs of morphisms, identities pairs of identities and where the composition
is de�ned componentwise. y

9.4.4 Functors

�e notion of (covariant) functor is a natural generalization of the usual notion of morphism:

De�nition 9.12 (Functor). Let C and D be two categories. A covariant functor F from C to D is a
correspondence that maps each object a of C to an object F (a) of D, and each morphism f in C (a,b)
to a morphism F ( f ) in D (F (a),F (b)) for all a,b ∈ C, which preserves:

• the identity: ∀a ∈ C,F (ida ) = idF (a)

• the composition: ∀f ∈ C (a,b),д ∈ C (b,c ),F (д ◦ f ) = F (д) ◦ F ( f )
y

Example 9.13. For instance, we can de�ne the powerset functor P : Set → Set which constructs the
subsets of a set:

P :



x 7→ P (x )

( f : x → y) 7→ P f :
{
P (x ) → P (y)
s 7→ f (s ) y

�e composition of functors is de�ned canonically. An isomorphism of categories is as a functor
which is bijective both on objects and on morphisms (or equivalently as a functor which is invertible
for the composition of functors). �is allows us to de�ne Cat, the category whose objects are categories
and whose morphisms are functors.

�e previous de�nition can be extended to the notion of contravariant functors, which reverse mor-
phisms and the composition:

De�nition 9.14 (Contravariant functor). A contravariant functor F from C to D from C to D is a
correspondence that maps each object a of C to an object F (a) of D, and each morphism f in C (a,b)
to a morphism F ( f ) in D (F (b),F (a)) for all a,b ∈ C, such that:

∀f ∈ C (a,b),∀д ∈ C (b,c ),F (д ◦ f ) = F ( f ) ◦ F (д)

Equivalently, a contravariant functor is a functor from Cop to D. y

Being given two categories, we can thus study the class of functors between these two categories.
Actually, we can even equip this class with operators, which are called natural transformations:

De�nition 9.15 (Natural transformation). Let C andD be two categories, and F ,G : C → D two func-
tors. A natural transformation α from F toG is a family of morphisms (αa )a∈C , with αa ∈ D (F (a),G (a))
for all a ∈ C and such that for all f ∈ C (a,b), the following diagram commutes:

F (a) F (b)

G (a) G (b)

F (f )

αa αb

G (f )
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If in addition, for any object a ∈ C, the morphism αa is invertible, we say that α is a natural bijection.
A functor F : C → D is then called an equivalence of categories when there exists a functorG : D → C
and two natural bijections from F ◦ G (resp. G ◦ F ) to the identity functor of C (resp. the one of D).
�is notion generalizes the one of isomorphisms of categories. y

De�nition 9.16 (Adjunction). Let C and D be categories, an adjunction between C and D is a triple
(F ,G,φ) where:

• F is a functor from D to C;
• G is a functor from C to D;
• for all c ∈ C,d ∈ D, φc,d is a bijection from C (F (d ),c ) to D (d ,G (c )), natural in c and d .

We denote it by F a G, F is said to be the le� adjoint (of G), and vice-versa. y

We introduce a last de�nition describing a broad class of categories. �ese categories allow for
instance to give a categorical counterpart to the λ-calculus, see for instance [8] for an introductory
presentation.

De�nition 9.17 (Cartesian category). Let C be a category, a,b ∈ C. A product of a and b is a triple
(a × b,πa ,πb ), where a × b ∈ C, π 1

a×b ∈ C (a × b,a) and π 2
a×b ∈ C (a × b,b) are such that for all

f ∈ C (c,a),д ∈ C (c,b), there exists a unique morphism 〈f ,д〉 ∈ C (c,a × b) such that the following
diagrams commutes:

c

a × ba b

〈f ,д〉

f д

π 1
a×b π 2

a×b

A category is said Cartesian if it contains a terminal object > and if every pair of objects has a product.
A Cartesian category is said to be closed if for any object c ∈ C, the functor (·) × c : C → C has a
right-adjoint, which we write c → (·). y

9.4.5 Hyperdoctrines and triposes

We can now de�ne the structures which allow for a categorical approach of realizability. First, we recall
the de�nition of Heyting algebras:

De�nition• 9.18. A Heyting algebraH is a bounded la�ice such that for all a,b ∈ H there is a greatest
element x ofH such that a ∧ x ≤ b. �is element is denoted a → b. y

In any Heyting algebra, one de�nes the pseudo-complement ¬a of any element a by se�ing ¬a ,
(a → ⊥). By de�nition, a∧¬a = ⊥ and¬a is the largest element having this property. However, it is not
true in general that a ∨¬a = >, thus ¬ is only a pseudo-complement, not a real complement, as would
be the case in a Boolean algebra. A complete Heyting algebra is a Heyting algebra that is complete as a
la�ice. Observe that Heyting algebras form a category13 HA whose morphisms F : H → H ′ are the
morphisms of the underlying la�ice structure preserving Heyting’s implication: F (a → b) = F (a) →
F (b) for all a,b ∈ H .

In the category of Heyting algebras, we have a particular notion of adjunction, which is peculiar to
partially ordered sets:

13Formally, HA is a subcategory of the category Ord of pre-orders. �is category is sometimes called of Heyting prealgebras
since the equality is induced by the preorder relation a = b , a ≤ b ∧ b ≤ a. In the literature this equality is sometimes
wri�en a � b and called an isomorphism to distinguish it from the equality of pre-ordered sets.
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De�nition 9.19 (Galois connection). A Galois connection between two posets A,B is a pair of function
f : A→ B,д : B → A such that:

f (x ) ≤ y ⇔ x ≤ д(y)
y

For instance, the following examples are Galois connections:

• the natural injection and the �oor form a Galois connection between � and R:

∀n ∈ �,∀x ∈ R, (n ≤ x ⇔ n ≤ bxc)

• in any Heyting algebraH , given a ∈ H , we have:

∀x ,y ∈ H , (a ∧ x ≤ y ⇔ x ≤ a → y)

• in any la�ice L, (binary) meets and joins are respectively the le� and right adjoints of a Galois
connection formed with the diagonal morphism ∆ : L → L × L.

Proposition 9.20. If ( f ,д) is a Galois connection between two ordered sets A,B, then:

1. f and д are monotonic functions,

2. д is fully determined by f (and thus unique) and vice-versa.

Proof. It is easy to check that indeed, f is uniquely determined by д:

f (x ) = min {y ∈ B : x ≤ д(y)} (for all x ∈ A)

and vice-versa. �

We are now ready to de�ne the key notion of (�rst-order) hyperdoctrine, due to Lawvere [106].
While there are many de�nitions of this notion in the literature, they are not always equivalent. Here,
we follow Pi�’s presentation [137] by adopting a minimal de�nition. �is de�nition captures exactly
the notion of �rst-order theory with equality.

De�nition 9.21 (Hyperdoctrine). Let C be a Cartesian closed category. A �rst-order hyperdoctrine over
C is a contravariant functor T : Cop → HA with the following properties:

1. For each diagonal morphism δX : X → X × X in C, the le� adjoint to T (δX ) at the top element
> ∈ T (X ) exists. In other words, there exists an element =X ∈ T (X × X ) such that for all
φ ∈ T (X × X ):

> ≤ T (δX ) (φ) ⇔ =X ≤ φ

2. For each projection π 1
Γ,X : Γ ×X → Γ in C, the monotonic function T (π 1

Γ,X ) : T (Γ) → T (Γ ×X )
has both a le� adjoint (∃X )Γ and a right adjoint (∀X )Γ :

φ ≤ T (π 1
Γ,X ) (ψ ) ⇔ (∃X )Γ (φ) ≤ ψ

T (π 1
Γ,X ) (φ) ≤ ψ ⇔ φ ≤ (∀X )Γ (ψ )

3. �ese adjoints are natural in Γ, i.e. given s : Γ → Γ′ in C, the following diagrams commute:

T (Γ′ × X ) T (Γ × X )

T (Γ′) T (Γ)

T (s × idX )

(∃X )Γ′ (∃X )Γ

T (s )

T (Γ′ × X ) T (Γ × X )

T (Γ′) T (Γ)

T (s × idX )

(∀X )Γ′ (∀X )Γ

T (s )
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�is condition is also called the Beck-Chevaley conditions.

�e elements of T (X ), as X ranges over the objects of C, are called the T -predicates. y

Let us give some intuitions about this de�nition, which are related to the informal introduction of
hyperdoctrine we did at the beginning of the chapter:

• �e base category C is the domain of discourse, that is to say that its elements are types or contexts
(whence the suggestive notations X and Γ) on which the predicates range. Its morphisms thus
correspond to substitutions, while products Γ × Γ′ should be understood as the concatenations
of contexts.

• �e functor T associates to each context Γ ∈ C the sets of predicates over Γ. It might be helpful
to think of the elements of T (Γ) as formulas φ (x1, . . . ,xn ) of free variables x1 : X1, ...,xn : Xn
with Γ ≡ X1, . . . ,Xn . �e structure of Heyting algebra means that predicates can be compound
by means of the connectives ∧,∨,→ and that these operations respect the laws of intuitionistic
propositional logic.

• �e functoriality of T , that is the fact that each morphism s : Γ → Γ′ in C induces a morphism
T (s ) : T (Γ′) → T (Γ), is to be understood as the existence of substitutions on formulas. In
other words, if φ (x ) is a predicate ranging over Γ and s is as above, then T (s ) (φ) is intuitively
the predicate φ (s (y)).

• �e ordering on formulas corresponds to the inclusion of predicates in the sense of the associated
theory, that is to say:

φ ≤ ψ ≡ ∀(x : Γ).(φ (x ) ⇒ ψ (x ))

�e induced equality on formulas is then extensional or, to put it di�erently, a relation of equi-
provability:

φ = ψ ≡ ∀(x : Γ).(φ (x ) ⇔ ψ (x ))

• With these intuitions in mind, the diagonal morphism δX is nothing more than the function
which duplicates variables, and the �rst condition simply means that:

∀(x : X ).(> ⇒ φ (x ,x )) ⇔ ∀(x ,y : X ).(x = y ⇒ φ (x ,y))

• As explained in the introduction, since both quanti�ers ∃x : X . and ∀x : X . bind the variable x ,
turning any formula ranging over Γ × X into a formula ranging over Γ, it is natural to interpret
them as morphism from T (Γ × X ) to T (Γ). As for their de�nitions as le� and right adjoints of
the projection π 1

Γ×X , i.e.:

φ ≤ T (π 1
Γ×X ) (ψ ) ⇔ (∃X )Γ (φ) ≤ ψ

T (π 1
Γ×X ) (φ) ≤ ψ ⇔ φ ≤ (∀X )Γ (ψ )

they correspond to the following logical equivalences which characterize them:

∀(y : Γ,x : X ).(φ (y,x ) ⇒ ψ (y)) ⇔ ∀(y : Γ).(∃(x : X ).φ (y,x )) ⇒ ψ (y)
∀(y : Γ,x : X ).(φ (y) ⇒ ψ (y,x )) ⇔ ∀(y : Γ).φ (y) ⇒ ∀(x : X ).ψ (y,x )

• Using the equality predicates and the adjoints for �rst projections, one can show that in fact for
every morphism f : X → Y , T ( f ) : T (Y ) → T (X ) has le� and right adjoints, which for any
y ∈ Y are intuitively given by:

∃( f ) (φ) (y) ≡ ∃(x : X ).( f (x ) = y ∧ φ (x ))
∀( f ) (φ) (y) ≡ ∀(x : X ).( f (x ) = y ⇒ φ (x ))
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• Finally, the Beck-Chevaley conditions simply express that the quanti�ers are compatible with
the substitution. For instance, in the le�-hand side diagram for the existential quanti�er, given
Γ,Γ′,X ∈ C and a morphism s : Γ → Γ′, the commutation of the diagram requires that:

T (s ) ◦ (∃X )Γ′ = (∃X )Γ ◦ (T (s × idX ))

In terms of substitutions, the previous equality is nothing more than the requirement that for
any φ ∈ T (Γ′ × X ) and any y ′ ∈ Γ′:

(∃(x : X ).φ (y,x ))[y := s (y ′)] = ∃(x : X ).(φ (s (y ′),x ))

�e commutation of the other diagram gives the same equality for the universal quanti�er.

Remembering the introduction of this chapter, the de�nition of Kleene’s realizability naturally in-
duces a hyperdoctrine structure where each set X is associated to the Heyting algebra (P (�)X ,`X ).
Actually, any complete Heyting algebra gives rise to a hyperdoctrine whose structure is very similar:

Example 9.22 (Hyperdoctrine of a complete Heyting algebra). LetH be a complete Heyting algebra.
�e functor T : Setop → HA given by:

T (X ) = HX and T ( f ) :
{
HY → HX

д 7→ (x 7→ д( f (x )))
for any f ∈ X → Y

de�nes a hyperdoctrine. �e T -predicates are indexed families of elements ofH , ordered componen-
twise. �e equality predicates are given by:

=X (x ,x ′) ,



> if x = x ′

⊥ if x , x ′

where > (resp. ⊥) is the greatest (resp. least) element of H . �e adjoints are de�ned thanks to the
completeness ofH :

(∃X )Γ (φ) (y) =
∨
x ∈X

φ (y,x ) (∀X )Γ (φ) (y) =
∧
x ∈X

φ (y,x )

�e Beck-Chevaley conditions are easily veri�ed. In the case of the existential quanti�er, for all Γ,Γ′,X ∈
C, any φ ∈ H Γ×X and any s : Γ → Γ′, we have:

(T (s ) ◦ (∃X )Γ′ ) (φ) = T (s ) (y ′ 7→
∨

x ∈X φ (y
′,x ))

= y 7→
∨

x ∈X φ (s (y),x )
= y 7→

∨
x ∈X T (s × idX ) (φ)

= ((∃X )Γ ◦ T (s × idX )) (φ)
y

Hyperdoctrines are thus tailored to furnish a categorical representation of theories in �rst-order
intuitionistic predicate logic. It was then observed that when a hyperdoctrine has enough structure,
the model it gives can be somewhat internalized into a topos14. �e hyperdoctrines for which this
construction is possible were called triposes by Hyland, Johnstone and Pi�s in [80].

14We will not introduce toposes in this thesis. A topos can regarded as a generalization of the category of sets, as such, the
set-theoretic foundations of mathematics can expressed in terms of toposes. Toposes are useful structures for the categorical
analysis of (high-order) logic. �e standard reference for logic interpretation through toposes is Johnstone’s book Sketches of
an elephant [86].
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De�nition 9.23 (Tripos). A tripos over a Cartesian closed category C is a �rst-order hyperdoctrine
T : Cop → HA which has a generic predicate, i.e. there exists an object Prop ∈ C and a predicate
tr ∈ T (Prop) such that for any object Γ ∈ C and any predicateφ ∈ T (Γ), there exists a (not necessarily
unique) morphism χφ ∈ C (Γ,Prop) such that:

φ = T (χφ ) (tr)
y

Before giving some examples, we shall say that:

• the object Prop ∈ C, as the notation suggests, is the type of propositions;
• the generic predicate tr ∈ T (Prop) is the truth predicate;
• for each predicate φ ∈ T (Γ), the arrow χφ ∈ C (Γ,Prop) is then a propositional function repre-

senting φ, since for any x ∈ Γ, we intuitively have:

tr(χφ (x )) ≡ φ (x )

Example 9.24.

1. �e example described in the introduction for Kleene’s realizability indeed de�nes a tripos.
2. Given a complete Heyting algebra, the hyperdoctrine given by the functor T (X ) = HX (see

Example 9.22) is a tripos, with Prop being de�ned as (the underlying set of) H , and the truth
predicate being given by tr , idH ∈ T (H ).

y

9.5 Algebraic structures for (classical) realizability

9.5.1 OCA: ordered combinatory algebras

Finally, we recall in this section the di�erent algebraic structures arising from realizability. We �rst
present the notion of ordered combinatory algebras, abbreviated in OCA, which is a variant15 of Hofstra
and Van Oosten’s notion of ordered partial combinatory algebras [77].

De�nition 9.25 (OCA). An ordered combinatory algebra is a quintuple (A,≤,app,k,s ), which we sim-
ply write A, where:

• ≤ is a partial order over A,
• app : (a,b) 7→ ab is a monotonic function16 from A ×A to A,
• k ∈ A is such that kab ≤ a for all a,b ∈ A,
• s ∈ A is such that sabc ≤ ac (bc ) for all a,b,c ∈ A.

y

Given an ordered combinatory algebra A, we de�ne the set of downward closed subsets of A,
which we write D (A):

D (A) , {S ⊂ A : ∀a ∈ A,∀b ∈ S ,a ≤ b ⇒ a ∈ S }

�e standard realizability tripos onA is de�ned by the functor T which associates to each setX ∈ Setop
the set of functions D (A)X , which is equipped with the ordering:

φ `X ψ , ∃a ∈ A.∀x ∈ X .∀b ∈ A.(b ∈ φ (x ) ⇒ ab ∈ ψ (x ))

15In partial combinatory algebras, the application is de�ned as a partial function.
16Observe that the application, which is wri�en as a product, is neither commutative nor associative in general.
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�e type of propositions Prop is de�ned as D (A) itself and the generic predicate is de�ned as the
identity of D (A). While this de�nition is standard17 in the framework of intuitionistic realizabil-
ity [161]—the reader might in particular recognize the structure underlying the example we gave in
the introduction—, its counterpart for classical logic is slightly di�erent.

In his paper [152], Streicher exhibits the notion of abstract Krivine structure (which we write AKS),
which he shows to be a particular case of OCA. Yet,the so-called Krivine tripos he constructs a�erwards
is de�ned as a functor mapping any set X to the set of functions AX with values in A (instead of a
powerset likeD (A)). To this purpose, he considers �ltered ordered combinatory algebras, which are the
given of an OCA with a �lter:

De�nition 9.26 (Filter). If A is an OCA, a �lter over A is a subset Φ ⊆ A such that:

• k ∈ Φ and s ∈ Φ,
• Φ is closed under application, i.e. if a,b ∈ Φ then ab ∈ Φ.

y

Remark 9.27. It is a well-known fact that Hilbert’s combinators K and S are complete with respect to
the λ-calculus, in the sense that any closed λ-terms can be encoded as a combination of K and S which
is adequate with the β-reduction. Similarly, in an ordered combinatory algebra, any λ-terms t can be
encoded as a combination t∗ of k and s such that the β-reduction is re�ected through the ordering: for
any λ-terms t (x ) and u, we have18:

((λx .t )u)∗ ≤ (t[u/x])∗

We shall thus abuse the notation to write closed λ-terms as if they were elements A. Besides, by
de�nition of the notion of �lter, any �lter Φ contains all the closed λ-terms. y

9.5.2 AKS: abstract Krivine structures

Krivine abstract structures are merely an axiomatization of the Krivine abstract machine viewed as an
algebraic structure:

De�nition 9.28 (AKS). An abstract Krivine structure is a septuple (Λ,Π,app,push,k ,k ,s,cc,PL,⊥⊥)
where:

1. Λ and Π are non-empty sets, respectively called the terms and stacks of the AKS;
2. app : t ,u 7→ tu if a function (called application) from Λ × Λ to Λ;
3. push : t ,π 7→ t · π if a function (called push) from Λ × Π to Π;
4. k : π 7→ kπ if a function from Π to Λ (kπ is called a continuation);
5. k , s and cc are three distinguished terms of Λ;
6. ⊥⊥ ⊆ Λ × Π (called the pole) is a relation between terms and stacks, also wri�en t ? π ∈ ⊥⊥. �is

relation ful�lls the following axioms for all terms t ,u,v ∈ Λ and all stacks π ,π ′ ∈ Λ:

tu ? π ∈ ⊥⊥ whenever t ?u · π ∈ ⊥⊥
k ? t · u · π ∈ ⊥⊥ whenever t ? π ∈ ⊥⊥

s ? t · u · v · π ∈ ⊥⊥ whenever tv (uv ) ? π ∈ ⊥⊥
cc ? t · π ∈ ⊥⊥ whenever t ? kπ · π ∈ ⊥⊥
kπ ? t · π

′ ∈ ⊥⊥ whenever t ? π ∈ ⊥⊥

17To be exact, the very central notion is the one of partial combinatory algebras [161], which is not ordered and where app
is de�ned as a partial function. In this case, the tripos associates to each sets the set of functions P (A)X with values in the
powerset of A rather than in D (A).

18See [46] for instance for a proof.
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7. PL ⊆ Λ is a subset of Λ (whose elements are called the proof-like terms), which contains k ,s,cc
and is closed under application.

y

It is obvious that any realizability model (in the sense given in Chapter 3) induces an abstract
Krivine structure. In fact, almost all the de�nitions that we used in the previous chapters when de�ning
realizability interpretations can be restated in terms of abstract Krivine structures. Given any subset
of stacks X ⊆ Π (which we call a falsity value), we write X⊥⊥ for its orthogonal set with respect to the
pole:

X⊥⊥ , {t ∈ Λ : ∀π ∈ X ,t ? π ∈ ⊥⊥}

Orthogonality for subsets X ⊆ Λ (i.e. a truth value) is de�ned identically. As usual we write t⊥⊥π for
t ? π ∈ ⊥⊥ and t⊥⊥X (resp. X⊥⊥π ) for t ∈ X⊥⊥ (resp. π ∈ X⊥⊥). �e set of falsity values closed under
bi-orthogonality is then de�ned by:

P⊥⊥ (Π) , {X ∈ P (Π) : X = X⊥⊥⊥⊥}

With these de�nitions, from any abstract Krivine structure can be constructed a �ltered ordered com-
binatory algebra:

Proposition 9.29 (From AKS to OCA). If (Λ,Π,app,push,k ,k,s,cc,PL,⊥⊥) is an abstract Krivine struc-
ture, then the quintuple (P⊥⊥ (Π),≤,app′, {k }⊥⊥, {s}⊥⊥) is an OCA, with:

• X ≤ Y , X ⊇ Y

• app′(X ,Y ) , {π ∈ Π : ∀t ∈ Y⊥⊥.t · π ∈ X }⊥⊥⊥⊥

Besides, Φ , {X ∈ P⊥⊥ (Π) : ∃t ∈ PL.t⊥⊥X } de�nes a �lter for this OCA.

Proof. See [152] or [46]. �

Given a �ltered ordered combinatory algebra (A,Φ), one can de�ne the functor T : Setop → A:

T (X ) = AX and T ( f ) :
{
AY → AX

д 7→ (x 7→ д( f (x )))
for any f ∈ X → Y

endowed with the following entailment relation:

φ `X ψ , ∃a ∈ Φ.∀x ∈ X .aφ (x ) ≤ ψ (x ) (for all X ∈ Set)

In such a case, we shall refer to a as a realizer. It is easy to show that the entailment relation `X actually
de�nes an order relation on T (X ). �erefore, this functor always de�nes what is called an indexed
preorder. In the particular case where the �ltered OCA arises from an AKS, it can even be shown that
the functor T actually de�nes a tripos, which Streicher calls a Krivine tripos [152, �eorem 5.10].

9.5.3 IOCA: implicative ordered combinatory algebras

In the continuity of Streicher’s work, Ferrer et al. de�ned a subclass of ordered combinatory algebras
which possess precisely the additional structure necessary to make of the previous functor a tripos [46].
�ese algebras, which they call Krivine ordered combinatory algebras (KOCA), thus provide us with an
algebraic interpretation of Krivine classical realizability. It turns out that they are naturally de�nable
as a particular case of a slightly more general class of algebras, called implicative ordered combinatory
algebras (IOCA). As we shall see, a KOCA, which is the classical counterpart of an IOCA, is obtained
by adding to the la�er a combinator corresponding to the usual call/cc operator.
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De�nition 9.30 (IOCA). An implicative ordered combinatory algebra consists of an octuple of the shape
(A,≤,app,imp,k,s,e,Φ), which we simply write A or (A,Φ), where:

• ≤ is a partial order over A, and A is meet-complete as a poset;
• app : (a,b) 7→ ab is a monotonic function from A ×A to A,
• imp : a,b 7→ a → b is a monotonic function from Aop × A → A (i.e. imp is monotonic in its

second component, antitonic in the �rst);
• Φ ⊆ A is a �lter, closed by application and such that k ,s,e ∈ Φ;
• the following holds for all a,b,c ∈ A:

– kab ≤ a

– sabc ≤ ac (bc )

– if a ≤ b → c then ab ≤ c

– if ab ≤ c then ea ≤ b → c

y

Observe that in particular, any IOCA is a �ltered OCA. �e extra requirement of an arrow, as the
reader might have guessed, equips the sets (AX ,`X ) with a structure of Heyting algebra. In other
words, when A is an IOCA, the functor T : X 7→ AX is a tripos. Indeed, thanks to combinatorial
completeness of k and s , we can de�ne a meet through the usual encoding of pairs in λ-calculus. We
de�ne:

t , λxy.x f , λxy.y p , λxyz.zxy p0 , λx .(xt) p1 , λx .(xf)

which ensures that p0 (pab) ≤ a and p1 (pab) ≤ b. �is allows us to de�ne a map ∧ : A × A → A by
a∧b , pab. As for the arrow, the imp operations naturally induces an arrow on formulas such that for
any X ∈ Set, and any φ,ψ ,θ ∈ AX , we have:

φ `X ψ → θ if and only if φ ∧ψ `X θ

Since we believe it might help the reader to see the connection with realizability, we sketch the proof
of this statement. From le� to right, the implication is trivial since if there exists u ∈ Φ such that for all
a ∈ φ (x ),b ∈ ψ (x ) and c ∈ θ (x ), ua ≤ b → c , then by de�nition of the arrow (ua)b ≤ c . �erefore, we
can de�ne the realizer r , λx .(xu) which belongs to Φ and veri�es that r (pab) ≤ c .

From right to le�, the proof is very similar: if there exists u ∈ Φ such that for all a ∈ φ (x ),b ∈ ψ (x )
and c ∈ θ (x ), u (pab) ≤ c , in particular we have (λy.u (pay))b ≤ c . �erefore, by de�nition of the arrow,
we have that e (λy.u (pay)) ≤ b → c and thus λx .e (λy.u (pxy)) is the expected realizer.

�e complete proof that the functor T is a tripos can be found in [46].

9.5.4 KOCA: Krivine ordered combinatory algebras

�is notion of IOCA can be slightly enforced to obtain the notion of Krivine ordered combinatory al-
gebras, that should be simply understood as the usual addition of call/cc to go from an intuitionistic
se�ing to the classical one:

De�nition 9.31 (KOCA). A Krivine ordered combinatory algebra is an implicative combinatory algebra
equipped with a distinguished element c ∈ Φ such that for all a,b ∈ A:

c ≤ ((a → b) → a) → a
y

Example 9.32. Any complete Boolean algebra B induces a KOCA by de�ning:

ab , a ∧ b a → b , ¬a ∨ b Φ , {>} s , k , e , c , >

Broadly, Boolean algebras are trivial KOCA where all the realized elements are collapsed to >. y
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Interestingly, any abstract Krivine structure gives rise to a Krivine ordered combinatory algebra,
and vice-versa. In both cases, the induced triposes (by the AKS and the KOCA) are equivalent. �is
justi�es the claim that the la�er indeed captures the necessary additional structure that allows an OCA
induced from an AKS to be a tripos. �ese results are a re�nement of Proposition 9.29:

Proposition 9.33 (From AKS to KOCA). If (Λ,Π,app,push,k ,k,s,cc,PL,⊥⊥) is an abstract Krivine
structure, then the nonuple (P⊥⊥ (Π),≤,app′,imp′, {k }⊥⊥, {s}⊥⊥, {cc}⊥⊥, {e}⊥⊥,Φ) is a KOCA, with:

• X ≤ Y , X ⊇ Y ;

• app′(X ,Y ) , {π ∈ Π : ∀t ∈ Y⊥⊥.t · π ∈ X }⊥⊥⊥⊥;

• imp′(X ,Y ) , {t · π ∈ Π : t ∈ X⊥⊥ ∧ π ∈ Y }⊥⊥⊥⊥;

• e , s (k (skk ));

Besides, Φ , {X ∈ P⊥⊥ (Π) : ∃t ∈ PL.t⊥⊥X } de�nes a �lter for this OCA.

Proposition 9.34 (From KOCA to AKS ). If (A,≤,appA ,impA ,k,s,c,e,Φ) is a KOCA, then the septuple
de�ned by (A,A,app,push,k ,k,s,c,PL,⊥⊥) is an abstract Krivine structure, where:

• ⊥⊥ ,≤ i.e. t⊥⊥π , t ≤ π ;

• app(t ,u) , appt (t ,u) = tu;

• push(t ,π ) , imp(t ,π ) = t · π ;

• kπ , π → ⊥;

• PL , Φ;

• k , e (bek ), s , e (b (be (be ))s ), c , e c ,

where b is an abbreviation for s (ks )k .

Proof. See [46, �eorem 5.11] for the �rst proposition, [46, �eorem 5.13] for the second. �

Without considering in details the proofs of the correspondences between AKS and KOCA or their
associated triposes, it is worth noting that when going from a KOCAA to a AKS, both sets Λ and Π are
de�ned as A. �is means in particular that realizers and their opponents live in the same world, and
the orthogonality relation is simply re�ected by the order. �at is t⊥⊥π if t ≤ π , and more generally if
X ⊆ P (Π), t⊥⊥X if for any x ∈ X , t ≤ x . If, as advocated in Section 9.2, we identify a closed formula
A with its falsity values ‖A‖, we recover the intuition that t  A is re�ected by the ordering t ≤ ‖A‖.
With these ideas in mind, we are now ready to see the more general notion of implicative algebra.
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10- Implicative algebras

In this chapter, we present Alexandre Miquel’s implicative algebras1, which aim at providing an alge-
braic framework for classical realizability. We �rst introduce the notion of implicative structures on
which implicative algebras rely. �en, we will show that most of the structures we introduced in Chap-
ter 9 (Complete Heyting/Boolean algebras, AKSs, OCAs) are particular cases of implicative structures.
Next, we show how to embed both the λc -calculus in a manner which is adequate with its second-order
type system. Finally, we introduce the notion of separators and implicative algebras, and show how
they induce realizability triposes.

Most of the results in this chapter are supported by a Coq development• [123]. All along the chapter,
we use the bullet to denote the statements that are formalized.

10.1 Implicative structures

10.1.1 De�nition

Intuitively, implicative structures are tailored to represent both the formulas of second-order logic and
realizers arising from Krivine’s λc -calculus. We shall see in the sequel how they indeed allow us to
de�ne λ-terms, but let us introduce them by focusing on their logical facet. We are interested in formulas
of second-order logic, that is to say of system F , which are de�ned by a simple grammar:

A,B ::= X | A⇒ B | ∀X .A

Implicative structures are therefore de�ned as meet-complete la�ices (for the universal quanti�cation)
with an internal binary operation satisfying the properties of the implication:

De�nition• 10.1. An implicative structure is a complete meet-semila�ice (A,4) equipped with a bi-
nary operation (a,b) 7→ (a → b), called the implication of A , that ful�lls the following axioms:

1. Implication is anti-monotonic with respect to its �rst operand and monotonic with respect to its
second operand, in the sense that for all a,a0,b,b0 ∈ A:

(Variance) if a0 4 a and b 4 b0 then (a → b) 4 (a0 → b0)

2. Arbitrary meets distribute over the second operand of implication, in the sense that for all a ∈ A
and for all subsets B ⊆ A :

(Distributivity)
k

b ∈B

(a → b) = a →
k

b ∈B

b

y
1We insist on the fact that all the results presented in this chapters are his. Most of them are given in [122]. Independently,

structures that are very similar to implicative structures can be found in Frédéric Ruyer’s Ph.D. thesis [148] under the name
of applicative la�ices.
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Remark 10.2. 1. �e distributivity axiom of implicative structures should not be confused with
the property of distributivity for la�ices (see the de�nition of Boolean algebras). In general, the
underlying la�ice of an implicative structure does not have to be distributive.

2.• In the particular case where B = ∅, the axiom of distributivity states that a → > = > for all
a ∈ A. y

10.1.2 Examples of implicative structures

10.1.2.1 Complete Heyting algebras

�e �rst example of implicative structures is given by complete Heyting algebras. Indeed, the axioms
of implicative structures are intuitionistic tautologies veri�ed by any complete Heyting algebra:

Proposition 10.3. If (H ,4,→) is a complete Heyting algebra, then for all a,a′,b,b ′,c ∈ H and for all
subsets B ⊆ H , the following holds:

1.• if a 4 a′, then a′ → b 4 a → b;

2.• if b 4 b ′, then a → b 4 a → b ′;

3.• a f c 4 b ⇔ a 4 c → b

4.• a →
c

b ∈B b =
c

b ∈B (a → b).

Proof. Observe �rst that sinceH is complete, by de�nition we have a → b =
b
{x ∈ H : a′ ∧ x 4 b}.

1. Let a,a′,b ∈ H be �xed. Using this observation above for a′ → b, it su�ces to show that a → b
is an upper bound of the set {x ∈ H : a′ f x 4 b}. Let then x ∈ H be such that a′ f x 4 b. To
show that x 4 a → b, it su�ces to show that a f x 4 b. �is follows from the transitivity of the
order: a f x 4 a′ f x 4 b.

2. Similar to 1.

3. Let a,b,c ∈ H be �xed. �e le�-to-right implication is trivial from the observation above. From
right to le�, we show that a f c 4 c f (c → b) 4 b. �e �rst inequality follows from the
monotonicity of f, the second one follows from the de�nition of c → b.

4. Let a ∈ H and B ⊆ H be �xed. By de�nition, this amounts to showing that:
j
{x ∈ H : a f x 4

k

b ∈B

b} =
k

b ∈B

j
{x ∈ H : a f x 4 b}

which we show by anti-symmetry. To show that the term on the le� hand-side term is inferior
to the one on the right-hand side, it su�ces to show that

b
{x ∈ H : a f x 4

c
b ∈B b} 4 a → b

for any b ∈ B. Let thus x ∈ H be such that a
c
x 4

c
b ∈B b, we need to show that x 4 a → b.

�is follows from the third item and the inequality afx 4
c

b ∈B b 4 b. �e converse inequality
is proved similarly.

�

We deduce that every complete Heyting algebra induces an implicative structure with the same
arrow:

Proposition• 10.4. Every complete Heyting algebra is an implicative structure.

�e converse is obviously false, since the implication of an implicative structureA is in general not
determined by the la�ice structure of A.
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10.1.2.2 Complete Boolean algebras

Since any (complete) Boolean algebra is in particular a (complete) Heyting algebra, a fortiori any com-
plete Boolean algebra induces an implicative structure:

Proposition• 10.5. If B is a (complete) Boolean algebra, then B is a (complete) Heyting algebra where
the implication is de�ned for all a,b ∈ B by a → b , (¬a) g b.

Proof. Let a,b ∈ B be �xed. We show that (¬a) g b is the supremum of {x ∈ B : a f x 4 b}, i.e.
that it belongs to this set and that it is an upper bound of the same. �e �rst part is trivial, since the
distributivity implies that a f (¬a g b) = (a f ¬a) g (a f b) = a f b 4 b. For the second part of the
statement, let c ∈ B be such that afc 4 b. �en we have: c = (cf¬a)g (cfa) 4 (cf¬a)gb 4 ¬agb,
which concludes the proof. �

Proposition• 10.6. If B is a (complete) Boolean algebra, then B induces an implicative structure where
the implication is de�ned for all a,b ∈ B by a → b , ¬a g b.

10.1.2.3 Dummy structures

Given a complete la�ice L, there are at least two possible de�nitions of dummy implicative structures:

Proposition 10.7. If L is a complete la�ice, the following de�nitions give rise to implicative structures:

1.• a → b , > for all a,b ∈ L 2.• a → b , b for all a,b ∈ L

Proof. Trivial in both cases. �

Both de�nitions induce implicative structures which are meaningless from the point of view of
logic. Nonetheless, they will provide us with useful counter-examples.

10.1.2.4 Ordered combinatory algebras

Any ordered combinatory algebra (see De�nition 9.25) also induces an implicative structure, whose
de�nition is related with the de�nition of the realizability tripos. Indeed, remember that given an OCA
A and a set X , the ordering on predicates of P (A)X is de�ned by:

φ `X ψ , ∃r ∈ A.∀x ∈ X .∀a ∈ A.(a ∈ φ (x ) ⇒ ra ∈ ψ (x ))

where r is broadly a realizer of ∀x ∈ X .φ (x ) ⇒ ψ (x ). Similarly, we can de�ne an implication on the
complete la�ice P (A) which give rise to an implicative structure:

Proposition 10.8. IfA is an ordered combinatory algebra, then the complete la�ice P (A) equipped with
the implication:

A→ B , {r ∈ A : ∀a ∈ A.ra ∈ B} (∀A,B ⊆ A)

is an implicative structure

Proof. Both conditions (variance and distributivity) are trivial from the de�nition. �

In particular, the powerset of any IOCA or KOCA induces an implicative structure with the same
construction.
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10.1.2.5 Implicative structure of classical realizability

Our �nal example of implicative structure—which is the main motivation of this work—is given by
classical realizability. As we saw in Chapter 9, the construction of classical realizability models, whether
it be from Krivine’s realizability algebras [99, 100, 101] in a set-theoretic like fashion or in Streicher’s
AKS [152], takes place in a structure of the form (Λ,Π, ·,⊥⊥) where:

• Λ is the set of realizers;

• Π is the set of stacks (or opponents);

• (·) : Λ × Π → Π is a binary operation for pushing a realizer onto a stack;

• ⊥⊥ ⊆ Λ × Π is the pole.

Given such a quadruple, we can de�ne:

• A , P (Π);

• a 4 b , a ⊇ b (for all a,b ∈ A )

• a → b , a⊥⊥ · b = {t · π : t ∈ a⊥⊥,π ∈ b} (for all a,b ∈ A )

where as usual a⊥⊥ is {t ∈ Λ : ∀π ∈ a, (t ,π ) ∈ ⊥⊥} ∈ P (Λ), the orthogonal set of a ∈ P (Π) with respect
to the pole ⊥⊥. Here again, it is easy to verify that this de�nes an implicative structure.

Proposition 10.9. �e triple (A,4,→) is an implicative structure.

Proof. �e proof is again trivial. Variance conditions correspond to the usual monotonicity of truth and
falsity values, while the distributivity follows directly by unfolding the de�nitions. �

Remark 10.10. 1. Actually, in this particular case the implication satis�es two additional laws:

(
k

a∈A

a) → b =
j

a∈A

(a → b) and a → (
j

b ∈B

b) =
j

b ∈B

(a → b)

for alla,b ∈ A,A,B ⊆ A. �ese extra properties also follow directly from the de�nition, however,
they are almost never used in classical realizability.

2. Unlike Streicher’s de�nition of the OCA used for the construction of Krivine’s tripos (see Propo-
sition 9.29), whereA is de�ned as P⊥⊥ (Π), we considerA to be all the sets of P (Π). In this sense,
we are in line with Krivine’s usual de�nitions, where falsity values are not necessarily closed by
double orthogonal. We will see that this presents an advantage over Streicher’s OCAs (and thus
Ferrer et al. IOCAs and KOCAs), namely that we will have the full adjunction:

a ≤ b → c ⇔ ab ≤ c (∀a,b,c ∈ A)

On the contrary, in IOCAs and KOCAs an adjunctor e is required for the right-to-le� implication,
which becomes:

ab ≤ c ⇒ ea ≤ b → c (∀a,b,c ∈ A)

y
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10.2 Interpreting the λ-calculus

10.2.1 Interpretation of λ-terms

We motivated the de�nition of implicative structures with the aim of obtaining a common framework
for the interpretation both of types and programs. We shall now see how λ-terms can indeed be de�ned
in implicative structures.

From now on, let A = (A,4,→) denotes an arbitrary implicative structure.

De�nition• 10.11 (Application). Given two elements a,b ∈ A , we call the application of a to b and
write ab the element of A that is de�ned by

ab ,
k
{c ∈ A : a 4 (b → c )}.

As usual, we write ab1b2 · · ·bn for ((ab1) b2) · · ·bn (for all a,b1,b2, . . . ,bn ∈ A). y

If we think of the order relation a 4 b as “a is more precise than b”, the above de�nition actually
de�nes the application ab as the meet of all the elements c such that b → c is an approximation of a.
�is de�nition ful�lls the usual properties of the λ-calculus:

Proposition 10.12 (Properties of application). For all a,a′,b,b ′,c ∈ A :

1.• If a 4 a′ and b 4 b ′ , then ab 4 a′b ′ (Monotonicity)

2.• (a → b)a 4 b (β-reduction)

3.• a 4 (b → ab) (η-expansion)

4.• ab = min{c ∈ A : a 4 (b → c )} (Minimum)

5.• ab 4 c ⇔ a 4 (b → c ) (Adjunction)

Proof. For all a,b ∈ A, let us write Appa,b = {c ∈ A : a 4 (b → c )}, so that ab =
c
Appa,b .

1. We prove the monotonicity w.r.t. to the le� operand a, the monotonicity w.r.t. to the right one is
very similar. Let a,a′,b be elements of A, and assume that a 4 a′. We want to prove:

k
Appa,b 4

k
Appa′,b

It is thus enough to show that Appa,b ⊆ Appa′,b , which is trivial.
2. For any a,b ∈ A, we have by de�nition that b ∈ Appa→b,a , thus

c
Appa→b,a 4 b.

3. Let a,b be elements of A. By distributivity, we have b →
c
Appa,b =

c
{b → c : c ∈ Appa,b }. To

prove the desired inequality, it is enough to show that for any c ∈ Appa,b , we have a 4 b → c ,
which is a tautology.

4. Follows from 3.
5. From le� to right, we prove that a 4 (b → ab) 4 (b → c ) using 3 and the covariance of the

implication. From right to le�, it is clear that if c ∈ Appa,b , then ab =
c
Appa,b 4 c .

�

Remark• 10.13 (Galois connection). �e adjunction ab 4 c ⇔ a 4 (b → c ) expresses the existence
of a family of Galois connections fb a дb indexed by all b ∈ A, where the le� and right adjoints
fb ,дb : A → A are de�ned by:

fb : a 7→ ab and дb : c 7→ (b → c ) (for all a,b,c ∈ A)

261

https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeStructures.html#app
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeStructures.html#app_mon
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeStructures.html#app_beta
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeStructures.html#app_eta
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeStructures.html#app_min
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeStructures.html#adjunction
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.HeytingAlgebras.html#app_CHA


CHAPTER 10. IMPLICATIVE ALGEBRAS

Recall that in a Galois connection, the le� adjoint is fully determined by the right one (and vice-versa,
see Proposition 9.20). In the particular case of a complete Heyting algebra (H ,4,→), this implies that
the application is characterized by ab = a f b for all a,b ∈ H . Indeed, in any Heyting algebra, the
adjunction a f b 4 c ⇔ a 4 (b → c ) holds for all a,b,c ∈ H (Proposition 10.3), by uniqueness of the
le� adjoint, ab and a f b are thus equal. y

De�nition• 10.14 (Abstraction). Given a function f : A → A, we call abstraction of f and write λ f
the element of A de�ned by:

λ f ,
k

a∈A

(a → f (a))

y

Once again, if we think of the order relation a 4 b as “a is more precise than b”, the meet of the
elements of a set S is an element containing the union of all the informations given by the elements
of S . With this in mind, the above de�nition sets λ f as the union of all the step functions a → f (a).
�is de�nition, together with the de�nition of the application, ful�lls again properties expected from
the λ-calculus:

Proposition 10.15 (Properties of the abstraction). �e following holds for any f ,д : A → A:

1.• If for all a ∈ A, f (a) 4 д(a), then λ f 4 λд. (Monotonicity)

2.• For all a ∈ A, (λ f )a 4 f (a). (β-reduction)

3.• For all a ∈ A, a 4 λ(x 7→ ax ). (η-expansion)

Proof. Let a ∈ A be �xed.

1. By hypothesis, we have for all b ∈ A that
c

a∈A (a → f (a)) 4 b → f (b) 4 b → д(b). We can
thus conclude that λ f =

c
a∈A (a → f (a)) 4

c
a∈A (a → д(a)) = λд.

2. By de�nition of the application, in order to show that (λ f )a 4 f (a) it is enough to prove the
inequality λ f 4 a → f (a), which is obvious.

3. By de�nition of the abstraction, to show that a 4 λ(x 7→ ax ) it is enough to show that for any
x ∈ A we have a 4 x → ax . By distributivity, we have:

x → ax = x →
k
{b ∈ A : a 4 (x → b)} =

k

x,b ∈A

{x → b : a 4 (x → b)}

We conclude by proving that a is a lower bound of the set on the right hand-side, which is a
tautology.

�

We call a λ-term with parameters (in A) any term de�ned from the following grammar:

t ,u ::= x | a | λx .t | tu

where x is a variable and a is an element of A. We can thus associate to each closed λ-term with
parameters t an element tA of A, de�ned by induction on the size of t as follows:

aA , a

(tu)A , (tA )uA

(λx .t )A , λ(a 7→ (t[a/x])A )

(if a ∈ A)

�anks to the properties of the application and of the abstraction in implicative structures that we
proved, we can check that the embedding of λ-term is sound with respect to the β-reduction and the
η-expansion:
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(x : a) ∈ Γ
Γ ` x : a (Ax)

Γ ` a : a (A)
FV (t ) ⊆ dom(Γ)

Γ ` t : > (>)

Γ ` t : a a 4 a′

Γ ` t : a′
(4)

Γ ` t : a Γ′ 4 Γ
Γ′ ` t : a

(w )
Γ,x : a ` t : b

Γ ` λx .t : a → b
(λ)

Γ ` t : a → b Γ ` u : a
Γ ` tu : b

(@)
Γ ` t : ai for all i ∈ I

Γ ` t :
c

i ∈I ai
(
c
)

Figure 10.1: Semantic typing rules

Lemma 10.16. �e substitution of variable by parameter is monotonic, that is to say: for each λ-term t
with free variables x1, . . . ,xn , and for all parameters a1,b1, . . . ,an ,bn , if ai 4 b1 for all i ≤ n, then:

(t[a1/x1, . . . ,an/xn])A 4 (t[b1/x1, . . . ,bn/xn])A

Proof. By induction on the structure of t , using Propositions 10.12 and 10.15. �

Proposition 10.17. For all closed λ-terms t and u with parameters in A, the following holds:

1. If t →β u, then tA 4 uA .

2. If t →η u, then uA 4 tA .

Proof. Straightforward from Proposition 10.15 and Lemma 10.16. �

Again, if we think of the order relation a 4 b as “a is more precise than b”, it makes sense that the
β-reduction t →β u is re�ected in the ordering tA 4 uA : the result of a computation contains indeed
less information than the computation itself2.

10.2.2 Adequacy

We now dispose of a structure in which we can interpret types and λ-terms. We saw that the inter-
pretation of terms was intuitively sound with respect to the β-reduction. We shall now prove that the
typing rules of System F are adequate with respect to the interpretation of terms, that is to say that if
t is a closed λ-terms of type T , then tA 4 T A . �e last statement can again be understood as the fact
that a term (i.e. a computation) carries more information than its type, just like a realizer of a formula
is more informative about the formula than the formula itself.

10.2.2.1 Semantic typing rules

To this aim, we start by de�ning a semantic type system, that is a set of inference rules where terms
are typed with elements of A. Typing judgments are thus of the shape Γ ` t : a where:

• t a λ-term with parameters;

• a is an element of the implicative structure A;

• Γ is a �nite list of the shape Γ ≡ x1 : a1, . . . ,xn : an , where the xi are variables and the ai are
elements of A.

2For instance, 0 contains less information than 15 − (3 × 5) or than 1� (
√
(2)).
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Since elements ofA are also their own realizers, we can also identify typing contexts with substitutions
whose values are in A. �e ordering relation naturally extends to typing contexts: we write Γ′ 4 Γ
when for every binding (x : a) ∈ Γ, there exists a binding (x : a′) ∈ Γ′ such that a′ 4 a. In other words,
the relation Γ′ 4 Γ means that dom(Γ) ⊆ dom(Γ′) and that Γ′ restricted to dom(Γ) is lower than Γ
component-wise.

Using the notation t[Γ] to denote the term t under the substitution Γ, we can �nally de�ne the
sequents Γ ` t : a as shorthands for:

Γ ` t : a , FV (t ) ⊆ dom(Γ) ∧ (t[Γ])A 4 a

We can now prove that:

Proposition 10.18 (Semantic typing). �e typing rules in Figure 10.1 are sound, i.e. for each inference
rule, we can deduce the conclusion from its hypotheses.

Proof. Simple proof by case analysis.

• Cases (Ax),(A),(>). Obvious from the de�nition.

• Case (4). Direct by transitivity of the order: if (t[Γ])A 4 a and a 4 a′ then (t[Γ])A 4 a′.

• Case (w ). Follows from the de�nition of Γ′ 4 Γ and the monotonicity of the substitution( Lemma 10.16).

• Case (λ). Assume that t is a term, that a,b are elements of A and that Γ is a context such that
FV (t ) ⊆ dom(Γ) ∪ {a} and (t[Γ,x : a])A 4 b. �en we have:

(λx .t[Γ])A =
k

c ∈A

(c → (t[Γ,x : c])A ) 4 a → (t[Γ,x : a])A 4 a → b

• Case (@). Assume that t ,u are terms, that a,b are elements ofA, and that Γ is a context such that:

FV (t ),FV (u) ⊆ dom(Γ) (t[Γ])A 4 a → b (u[Γ])A 4 u

�en by de�nition and adjunction, we have:

(tu[Γ])A = (t[Γ])A (u[Γ])A and (t[Γ])A (u[Γ])A 4 b ⇔ (t[Γ])A 4 (u[Γ])A → b

We conclude by anti-monotonicity of the implication:

(t[Γ])A 4 a → b 4 (u[Γ])A → b

• Case (
c
). �is case is obvious since the meet is the greatest lower bound. �

�is �nally formalizes the intuition that t 4 a could be read as “t realizes a”. Indeed, if t is a
closed λ-term, and A a formula of system F , the adequacy lemma (Proposition 3.14) of Krivine classical
realizability gives us that t  A, while the previous corollary somewhat gives us tA 4 AA . Nonetheless,
to justify formally such a statement, we should de�ne an embedding of formulas and to prove the
adequacy of the translations of terms and types with respect to the typing rules of System F.
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(x : A) ∈ Γ
Γ ` x : A (Ax)

Γ,x : A ` t : B
Γ ` λx . t : A→ B

(→I )
Γ ` t : A→ B Γ ` t : A

Γ ` tu : B (→E )

Γ ` t : A X < FV (Γ)

Γ ` t : ∀X .A (∀I )
Γ ` t : ∀X .A

Γ ` t : A{X := B}
(∀E )

Γ ` cc : ((A→ B) → A) → A
(cc )

Figure 10.2: Type system• for the λc -calculus

10.2.2.2 Adequacy of the interpretation

For the formalization of the former result, we chose a slightly di�erent approach that we shall now
sketch. First, we extend the usual formulas of System F by de�ning second-order formulas with param-
eters as:

A,B ::= a | X | A⇒ B | ∀X .A (a ∈ A)

We can then embed closed formulas with parameters into the implicative structureA. �e embedding
is trivially de�ned by:

aA , a

(A⇒ B)A , AA → BA

(∀X .A)A ,
c

a∈A (A{X := a})A

(if a ∈ A)

We de�ne a type system for the λc -calculus with parameters3 (that is λ-terms with parameter plus an
instruction cc). Typing contexts• are de�ned as usual by �nite lists of hypotheses of the shape (x : A)
where x is a variable and A a formula with parameters. �e inference rules, given in Figure 10.2, are
the same as in System F (with the extended syntaxes of terms and formulas with parameters), plus the
additional rules for cc .

In order to prove the adequacy of the type system with respect to the embedding, we de�ne substitutions•,
which we write σ , as functions mapping variables (of terms and types) to element of A:

σ ::= ε | σ [x 7→ a] | σ [X 7→ a] (a ∈ A, x ,X variables)

In the spirit of the proof of adequacy in classical realizability, we say that a substitution σ realizes• a
typing context Γ, which we write σ  Γ, if for all bindings (x : A) ∈ Γ we have σ (x ) 4 (A[σ ])A .

�eorem• 10.19. �e typing rules of Figure 10.2 are adequate with respect to the interpretation of terms
and formulas: if t is a λc -term with parameters, A a formula with parameters and Γ a typing context such
that Γ ` t : A then for all substitutions σ  Γ, we have (t[σ ])A 4 (A[σ ])A .

Proof. �e proof resembles the usual proof of adequacy in classical realizability, and most of the cases
are very similar to cases of Proposition 10.18. �e additional case for the instruction cc is trivial since
we de�ne ccA ,

c
a,b ∈A (((a → b) → a) → a) = (∀XY .(((X ⇒ Y ) ⇒ X ) ⇒ X ))A (we shall come

back later to this de�nition). �

In the particular case where t is a closed term typed by A in the empty context, we obtain that
tA 4 AA . �is result will be fundamental in the next section.

Corollary• 10.20. For all λ-terms t , if ` t : A, then tA 4 AA .

3In practice, we use Charguéraud’s locally nameless representation [24] for terms and formulas. Without giving too much
details, we actually de�ne pre-terms• and pre-types• which allow both for names (for free variables) and De Bruijn indices
(for bounded variables). Terms• and types• are then de�ned as pre-terms and pre-types without free De Bruijn indices. Such
a representation is particularly convenient to prevent from name clashes to arise.
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10.2.3 Combinators

�e previous results indicates that any closed λ-terms is, through the interpretation, lower than the
interpretation of its principal type. We give here some examples of closed λ-terms which are in fact
equal to their principal types through the interpretation in A. Let us now consider the following
combinators:

i , λx .x k , λxy.x s , λxyz.xz (yz) w , λxy.xyy

It is well-known that these combinators can be given the following polymorphic types:

i : ∀X .X ⇒ X
k : ∀XY .X ⇒ Y ⇒ X
s : ∀XYZ .(X ⇒ Y ⇒ Z ) ⇒ (X ⇒ Y ) ⇒ X ⇒ Z
w : ∀XY .(X ⇒ X ⇒ Y ) ⇒ X ⇒ Y

�rough the interpretation these combinators are identi�ed with their types:

Proposition 10.21. �e following equalities hold in any implicative structure A:

1.• i
A =

c
a∈A (a → a) 3.• s

A =
c

a,b,c ∈A ((a → b → c ) → (a → b) → a → c )
2.• k

A =
c

a,b ∈A (a ⇒ b ⇒ a) 4.• w
A =

c
a,b,c ∈A ((a → a → b) → a → b)

Proof. �e inequality from le� to right are consequences of the adequacy.

1. By de�nition, iA = (λx .x )A =
c

a∈A (a → a)

2. By de�nition, kA = (λxy.x )A =
c

a∈A (a → (λy.a)A ) =
c

a∈A (a → (
c

b ∈A (b → a)). We obtain
the desired equality by distributivity.

3. By de�nition, sA = (λxyz.xy (zy))A =
c

x,y,z∈A (x → y → z → xz (yz)). We thus need to show
that for any x ,y,z ∈ A, we have:

k

a,b,c ∈A

((a → b → c ) → (a → b) → a → c ) 4 x → y → z → xz (yz)

We use the transitivity to show that (the other inequality is trivial):
k

c ∈A

((z → yz → c ) → (z → yz) → z → c ) 4 x → y → z → xz (yz) =
k

c ∈A: xz4yz→c

(x → y → z → c )

where we obtain the equality by unfolding the de�nition of the application and by using the
distributivity. We conclude by showing that for any c ∈ A such that xz 4 yz → c , we have:

(z → yz → c ) → (z → yz) → z → c 4 x → y → z → c

�is follows from the monotony of the arrow, using the adjunction of the implication. For in-
stance, we have:

x 4 (z → yz → c ) ⇔ xz 4 yz → c

4. �e case for w is similar.
�

Finally, in the spirit of the previous equality, we de�ne the interpretation of cc by the interpretation
of its principal type, that is:

ccA , cc =
k

a,b

(((a → b) → a) → a)
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Remark 10.22. It is not always the case that a term is equal to its principal type. Consider for instance
a dummy implicative structureA where a → b = > for all elements a,b ∈ A. Suppose in addition that
A has at least two distinct elements, so that ⊥ , >. �en the following holds:

1.• For any a,b ∈ A, we have ab =
c
{c : a 4 b → c} =

c
A = ⊥.

2.• For any f : A → A, we have λ f =
c

a∈A (a → f (a)) =
c

a∈A > = >.
3.• ii : ∀X .X → X , yet (ii)A = ⊥ , > = (∀X .X → X )A .
4.• iA = > , ⊥ = (skk)A .

y

10.2.4 �e problem of consistency

�e last remark shows us that not all implicative structures are suitable for interpreting intuitionistic
or classical logic. We thus need to introduce a criterion of consistency:

De�nition 10.23 (Consistency). We say that an implicative structure is:

• intuitionistically consistent if tA , ⊥ for all closed λ-terms;
• classically consistent if tA , ⊥ for all closed λc -terms.

y

We verify that non trivial complete Heyting algebras are consistent as implicative algebras. To this
aim, we �rst show that:

Proposition 10.24. In any complete Heyting algebra A, all closed pure λ-terms t arei nterpreted as the
maximal element: tA = >.

Proof. Remember from Remark 10.13 that the application in the associated implicative structure is char-
acterized by ab = a f b for all a,b ∈ H . We prove a more general proposition, namely that for any
closed λ-term t with parameters a1, . . . ,an ∈ A, we have:

tA < a1 f . . . f an

In the particular case where t is a pure λ-term (i.e. without any parameter), it indeed implies that
tA = >. We proceed by induction on t . �e cases for the application and parameters are trivial, for the
abstraction we have:

(λx .t )A =
k

a∈A

(a → (t[a/x])A ) <
k

a∈A

(a → a f a1 f . . . f an )

We conclude by showing that for any a, we have:

a1 f . . . f an 4 a → a f a1 f . . . f an

which follows by adjunction. �

�e proposition above enforces the observation (see Example 9.32) that Heyting algebras and Boolean
algebras provide us with an interpretation of logic that is degenerated with respect to the computation.
In other words, all proofs collapse to the maximal element >. Nonetheless, this ensures that any non-
degenerated Heyting algebra induces an intuitionistically consistent implicative structure:

Proposition 10.25. Every non-degenerated Heyting algebras gives rise to an intuitionistically consistent
implicative structure.
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We shall now relate the previous de�nition to the usual de�nition of consistency in classical real-
izability. Recall that any abstract Krivine structuresK = (Λ,Π,app,push,k ,k,s,cc,PL,⊥⊥) induces an
implicative structure (A,4,→) whereA = P (Π), a 4 b ⇔ a ⊇ b and a → b = a⊥⊥ · b. Remember that
a realizability model is said to be consistent when there is no proof-like term realizing ⊥. Rephrased in
terms of abstract Krivine structures, a falsity value a ∈ P (Π) is said to be realized by t ∈ PL, which we
write t  a, if t ∈ a⊥⊥. �e consistency can then be expressed by this simple criterion:

K is consistent if and only if {⊥}⊥⊥ ∩ PL = Π⊥⊥ ∩ PL = ∅

We thus need to check that this criterion of consistency for the AKS implies the consistency of the in-
duced implicative algebra, i.e. that if t is a closed λc -term, then tA , ⊥. By de�nition of the implicative
algebra A induced the AKS, we have that tA ∈ A = P (Π). �erefore, tA is a falsity value from the
point of view of the AKS. To ensure that it is not equal to ⊥ (i.e. Π), it is enough to �nd a realizer of tA
in the AKS. �e consistency of the AKS precisely states that ⊥ does not have any realizer.

Our strategy to �nd a realizer for tA in the AKS is to use t itself. First, we reduce the problem to the
set of terms that are identi�able with the combinatory terms of the AKS. We call a combinatory term
any term that is obtained by combination of the previous combinators. To each combinatory term t we
associate a term tΛ in Λ, whose de�nition by induction is trivial:

kΛ , k sΛ , s ccΛ , cc (tu)Λ , app(tΛ,uΛ)

Since the set PL is closed under application, for any combinatory term t , its interpretation tΛ is in PL.
�e combinatory completeness of (k,s,cc) with respect to closed λc -terms ensures us that there exists
a combinatory term t0 (viewed as a λ-term) such that t0 →β t . By Proposition 10.17, we thus have
tA0 4 tA . It is thus enough to show that tA0 , ⊥: we reduced the original problem for closed λc -terms
to combinatory terms.

It thus only remains to show that for any combinatory term t0, its interpretation tA0 is not ⊥. For
the reason detailed above, it is su�cient to prove that tA0 is realized. We prove that tA0 is in fact realized
by tΛ0 :

Lemma 10.26. For any combinatory term t , tΛ realizes tA , i.e. tΛ  tA

Proof. We proceed by induction on the structure of t , by combining usual results of classical realizability
and properties of the implicative structures:

• For the three combinators k,s,cc, we have that their interpretations in A are equal to their
principal types (see Proposition 10.21), which their associated combinators in the AKS realize.
For instance, kA =

c
a,b ∈A (a → b → a) and kΛ = k  ‖∀AB.A→ B → A‖. By de�nition of the

implicative structures, we have
c

a,b ∈A (a → b → a) = ‖∀AB.A→ B → A‖. �us kΛ  kA .

• If t = t1t2, we have by induction hypothesis tΛ1  tA1 . By η-expansion (Proposition 10.17), we get
that tA1 4 tA2 → tA1 tA2 , and thus by subtyping tΛ1  tA2 → tA1 tA2 . Since we have tΛ2  tA2 by
induction hypothesis, we can conclude that tΛ1 tΛ2  tA1 tA2 .

�

We can thus conclude that the consistency of the AKS induces the one (in the sense of De�ni-
tion 10.23) of the associated implicative structures:

Proposition 10.27. IfK is a consistent abstract Krivine structure, then the implicative structure it induces
is classically consistent.

Proof. Let t be any closed λc -term. We want to show that tA , ⊥ = Π. We show that tA , which
belongs to P (Π) is realized by a proof-like term �
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It is worth noting that the previous reasoning also applies to Krivine ordered combinatory algebras,
since they induce abstract Krivine structures. Besides, the criterion of consistency is de�ned in both case
with respect to the set PL (the �lter for KOCAs, recall that both are identi�ed through the passage from
KOCA to AKS). Beyond that, this set (together with the pole in the case of AKS) is the key ingredient in
the de�nition of the realizability tripos. It is already at the heart of the de�nition of Krivine’s realizabilty
models, where valid formulas are precisely the formulas realized by a proof-like term. We shall then
introduce the corresponding ingredient for implicative structures.

10.3 Implicative algebras

10.3.1 Separation

De�nition• 10.28 (Separator). Let (A,4,→) be an implicative structure. We call a separator over A
any set S ⊆ A such that for all a,b ∈ A, the following conditions hold:

1. kA ∈ S, and sA ∈ S. (Combinators)
2. If a ∈ S and a 4 b, then b ∈ S. (Upwards closure)
3. If (a → b) ∈ S and a ∈ S, then b ∈ S. (Closure under modus ponens)

A separator S is said to be classical if besides ccA ∈ S and consistent if ⊥ < S. y

Remark• 10.29 (Alternative de�nition). In presence of condition (2), condition (3) is equivalent to the
following condition:

(3’) If a ∈ S and b ∈ S then ab ∈ S (Closure under application)

�e proof uses basic properties of application:

• (3)⇒(3’): If a ∈ S and b ∈ S, since a 4 b → ab (Proposition 10.17) by upward closure we have
b → ab ∈ S, and thus ab ∈ S by modus ponens .

• (3’)⇒(3): If a ∈ S and a → b ∈ S, then (a → b)a ∈ S by closure under application. Since
(a → b)a 4 b (Proposition 10.17) by upward closure we conclude that b ∈ S.

y

Intuitively, thinking of elements of an implicative structure as truth values, a separator should be
understood as the set which distinguishes the valid formulas. Considering the elements as terms, it
should rather be viewed as the set of valid realizers. Indeed, conditions (1) and (3’) ensure that all λ-
terms are in any separator. Reading a 4 b as “the formula a is a subtype of the formula b”, condition (2)
ensures the validity of semantic subtyping. �inking of the ordering as “a is a realizer of the formula
b”, condition (2) states that if a formula is realized, then it is in the separator.

De�nition• 10.30 (Implicative algebra). We call implicative algebra any quadruple (A,4,→,S) where
(A,4,→) is an implicative structure and S is a separator over A. We say that an implicative algebra
is classical if its separator is. y

Example• 10.31 (Complete Boolean algebras). If B is a complete Boolean algebra, then B induces an
implicative structure. Besides, the interpretation of any closed λ-term is equal to > (Proposition 10.24),
and it is easy to verify that for all a,b ∈ B, (((a → b) → a) → a) = (¬(¬(¬a g b) g a) g a) = >, so
that in particular ccB = >. �erefore, the singleton {>} is a classical separator for the induced implica-
tive structure (it is obviously closed under modus ponens and upward closure). Any non-degenerated
complete Boolean algebras thus induces a classically consistent implicative algebra.

Alternatively, any �lter forB de�nes a separator: a �lter is upward closed and closed under (binary)
meets by de�nition. Since the application ab in Boolean algebras coincide with the binary meet a f b
(Remark 10.13), any �lter satis�es conditions (2) and (3’) y
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Example 10.32 (Abstract Krivine structure). Recall that any AKS (Λ,Π,app,push,k ,k ,s,cc,PL,⊥⊥)
induces an implicative structure (A,4,→) where A = P (Π), a 4 b ⇔ a ⊇ b and a → b = a⊥⊥ · b. �e
sets of realized formulas, namely S = {a ∈ A : a⊥⊥ ∩ PL , ∅}, de�nes a valid separator. �e condition
of upward-closure is obvious by subtyping and we saw in Lemma 10.26 that kA ,sA ,ccA were realized
respectively by k ,s and cc . As for the closure under modus ponens, for any a,b ∈ A, if (a → b) ∈ S
and a ∈ S, by de�nition there exist t ,u ∈ Λ such that t  a → b and u  a. �erefore, tu  b and thus
b ∈ S . y

10.3.2 λc-terms

�e �rst property that we shall state about classical separators is that they contain the interpretation of
all closed λc -terms. �is follows again from the combinatorial completeness of the basis (k,s,cc) for the
λc -calculus. Indeed, if S is a classical separator over an implicative structure (A,4,→), it is clear that
any combinatory term is in the separator. Again, by combinatory completeness, if t is a closed λc -term,
there exists a combinatory term t0 such that t0 →β t , and therefore tA0 4 tA (by Proposition 10.17). By
upward closure of separators, we deduce that:

Proposition• 10.33. If (A,4,→,S) is a (classical) implicative algebra and t is a closed λ-term (resp.
λc -term), then tA ∈ S.

From the previous proposition and the adequacy of second-order typing rules for the λc -calculus
(�eorem 10.19), we obtain that:

Corollary• 10.34. If (A,4,→,S) is a (classical) implicative algebra, t is a closed λ-term (resp. λc -term)
and A is a formula such that ` t : A, then AA ∈ S.

Remark 10.35. �e la�er corollary provides us with a methodology for proving that an element of a
given implicative algebra is in the separator. In the spirit of realizability, where the standard methodol-
ogy to prove that a formula is realized consists in using typed terms and adequacy as much as possible,
we can use typed terms to prove automatically that the corresponding formulas belongs to the separa-
tor. We shall use this methodology4 abundantly in the sequel. y

10.3.3 Internal logic

In order to be able to de�ne triposes from implicative algebras, we �rst need to equip them with a
structure of Heyting algebra. To this end, we begin with de�ning an entailment relation in the spirit
of �ltered OCAs. We then de�ne quanti�ers and connectives as usual in classical realizability (see
Section 3.3.1.1), and we verify that they satisfy the usual logical rules. �is will lead us to the de�nition
of the implicative tripos.

10.3.3.1 Entailment

In the rest of this section, we work within a �xed implicative algebra (A,4,→,S).

De�nition• 10.36 (Entailment). For all a,b ∈ A, we say that a entails b and write a `S b if a → b ∈ S.
We say that a and b are equivalent and write a �S b if a `S b and b `S a. y

Proposition 10.37 (Properties of `S). For any a,b,c ∈ A, the following holds:

1.• a `S a (Re�exivity)

2.• if a `S b and b `S c then a `S c (Transitivity)

4In the Coq development, this corresponds to the tactic called realizer• which we indeed use a lot.
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3.• if a 4 b then a `S b (Subtyping)

4.• if a �S b then a ∈ S if and only if b ∈ S (Closure under �S)

5.• if a `S b → c then a f b `S c (Half-adjunction property)

6.• ⊥ `S a (Ex falso quod libet)

7.• a `S > (Maximal element)

Proof. 2. We go once and for all through all the steps of the methodology described in Remark 10.35.
If a ` b and b ` c , we have by de�nition that a → b ∈ S and b → c ∈ S. We use the closure
under modus ponens and prove that (a → b) → (b → c ) → (a → c ) ∈ S. Besides, let us de�ne
t , λxyz.y (xz). It is clear that we can derive ` t : ∀abb ′.(a → b) → (b → c ) → (a → c ) in
System F, whence by �eorem 10.19 we have:

tA 4 min
a,b,c ∈A

(a → b) → (b → c ) → (a → c )

Since tA ∈ S (Proposition 10.33) and S is upward closed, we get the expected result. In the
sequel, we shall simply say that the formula is realized by λxyz.y (xz).

3. �is is realized by the identity (by subtyping).
4. Direct from the de�nition of �S and the closure under modus ponens.
5. �e formula (a → b → c ) → afb `S c is realized (using the fact that afb 4 a,b)W = λxy.xyy.

1,6,7. Direct from 3. �

Besides, the entailment relation is compatible with respect to the monotonicity of the arrow:

Proposition 10.38 (Compatibility with→). �e following hold for all a,a′,b,b ′ ∈ A:

1.• If b ` b ′ then a → b ` a → b ′ 2.• If a ` a′ then a′ → b ` a → b

Proof. 1. If b ` b ′, we have by de�nition b → b ′ ∈ S. We use the closure under modus ponens and
prove that (b → b ′) → (a → b) → (a → b ′) ∈ S. �is formula is realized by λxyz.x (yz).

2. Similarly, we prove that (a → b ′) → (a′ → b) → (a → b) ∈ S since it is realized by λxyz.y (xz).�

�erefore, the arrow behaves like Heyting’s arrow with respect to the preorder relation `S in terms
of monotonicity. Nonetheless, we only have half the adjunction with the meet. Indeed, the other
direction (if afb `S c then a `S b → c) does not make sense computationally, since the meet does not
re�ect a logical connective. �is should not come as a surprise, since we explained in Section 9.1.1 that
in realizability, the conjunction was interpreted by the product type rather than the meet.

10.3.3.2 Negation

Recall that the negation is de�ned by ¬a , a → ⊥. If additionally the separator is classical, we can
prove that for any a ∈ A, we have:

Proposition 10.39 (Double negation). If S is a classical separator, the following holds for any a ∈ A:

1.• a `S ¬¬a 2.• ¬¬a `S a

Proof. 1. Trivial, since it is realized by λxk .kx .
2. Follows from the inequality ((a → ⊥) → a) → a 4 ((a → ⊥) → ⊥) → a, whose le� member is

realized by cc.
�
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10.3.3.3 �anti�ers

Following the usual de�nition in classical realizability (see Section 9.1.1), the universal quanti�cation
of a family of truth values is naturally de�ned as its meet. �erefore, we introduce the convenient
notation:

∀
i ∈I

ai ,
k

i ∈I

ai

It is clear that this de�nition is compatible with the expected semantic rules:

Proposition• 10.40 (Universal quanti�er). �e following semantic typing rules are valid in any implica-
tive structures:

Γ ` t : ai for all i ∈ I
Γ ` t : ∀i ∈I ai

Γ ` t : ∀i ∈I ai i0 ∈ I
Γ ` t : ai0

Dually, we follow the usual encodings of the existential quanti�cation (see Section 3.3.1.1), and we
de�ne:

∃
i ∈I

ai ,
k

c ∈A

(
k

i ∈I

(ai → c ) → c )

While it could have seemed more natural to de�ne existential quanti�ers through joins, we should
recall that the arrow does not commute with joins in general. We shall see in Section 10.4.4.2 that when
it does, the realizability tripos precisely collapses to a forcing tripos. Once more, the expected semantic
typing rules are satis�ed:

Proposition• 10.41 (Existential quanti�er). �e following semantic typing rules are valid in any im-
plicative structures:

Γ ` t : ai0 i0 ∈ I

Γ ` λx .xt : ∃i ∈I ai
Γ ` t : ∃i ∈I ai Γ,x : ai ` u : c (for all i ∈ I )

Γ ` t (λx .u) : c

Proof. Straightforward using the adjunction of the application (Proposition 10.12) and la�ices proper-
ties. For instance, for the introduction rule, assume that (t[Γ])A 4 ai for some i ∈ I . �en we have
to prove that (λx .xt[Γ])A 4

c
c ∈A (

c
i ∈I (ai → c ) → c ). Let then c be in A, using the adjunction it

su�ces to prove that:
(λx .xt[Γ])A (

k

i ∈I

(ai → c )) 4 c

Using the property of β-reduction (Proposition 10.17) and the transitivity, it is enough to show that:

(
k

i ∈I

(ai → c ) (t[Γ])A ) 4 c ⇔
k

i ∈I

(ai → c ) 4 (t[Γ])A → c

We conclude using the hypothesis for t and the anti-monotonicity of the arrow. �e proof for the elim-
ination rule is very similar. Observe that we really consider the elements of the implicative structure
as λ-terms, that is to say that we compute with truth values. �

10.3.3.4 Sum and product

We de�ne it by the usual encodings in System F:

a × b ,
k

c ∈A

((a → b → c ) → c )

Recall that the pair 〈a,b〉 is encoded by the λ-term λx .xab, while �rst and second projection are respec-
tively de�ned by π1 , λxy.x and π2 , λxy.y. We can check that the expected semantic typing rules
for pairs are valid

272

https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeAlgebras.html#type_fa_intro
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeAlgebras.html#type_ex_intro


10.4. IMPLICATIVE TRIPOSES

Proposition• 10.42 (Product). �e following semantic typing rules are valid:

Γ ` t : a Γ ` u : b
Γ ` λz.ztu : a × b

Γ ` t : a × b
Γ ` tπ1 : a

Γ ` t : a × b
Γ ` tπ2 : b

Proof. Straightforward la�ice manipulation, similar to the proof for the existential quanti�er. �

Similarly, we can de�ne a sum type through the usual encoding:

a + b ,
k

c ∈A

((a → c ) → (b → c ) → c )

We check again that the expected semantic typing rules for pairs are valid:

Proposition• 10.43 (Sum). �e following semantic typing rules are valid:

Γ ` t : a
Γ ` λlr .lt : a + b

Γ ` t : b
Γ ` λlr .rt : a + b

Γ ` t : a + b Γ,x : a ` u : c Γ,y : b ` v : c
Γ ` t (λx .u) (λy.v ) : c

Proof. Straightforward la�ice manipulation. �

We are now ready to verify that the entailment relation together with the sum and products induce
a structure of Heyting algebra. We will then focus to the construction of the implicative tripos.

10.4 Implicative triposes

10.4.1 Induced Heyting algebra

�e natural candidate which computationally represents a “meet” of a and b is the product type a × b.
We can verify that it satis�es the expected property (in Heyting algebras) w.r.t. to the arrow:

Proposition• 10.44 (Adjunction). For any a,b,c ∈ A, we have:

a `S b → c if and only if a × b `S c

Proof. Both directions are proofs using the expected realizer and subtyping: from le� to right, we use
λxy.yx to realize (a → b → c ) → a × b → c; from right to le�, we realize (a × b → c ) → a → b → c
with λpxy.p (λz.zxy). �

Corollary 10.45 (Heyting prealgebra). For any implicative algebra (A,4,→,S), the induced quintuple
(A,`S ,×,+,→) is a Heyting prealgebra.

�e former is only a Heyting prealgebra and not a Heyting algebra because the entailment relation is
a preorder (instead of an order). We thus consider the quotientA/�S of the former Heyting prealgebra
by the relation �S , which we write A/S (andH herea�er). We equipH with an order relation:

[a] ≤H [b] , a `S b (for all a,b ∈ A)

where we write [a] for the equivalence class of a ∈ A. We de�ne:

[a]→H [b] , [a → b]
[a] ∧H [b] , [a × b]
[a] ∨H [b] , [a + b]

>H , [>] = S
⊥H , [⊥] = {a ∈ A : ¬a ∈ S}
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Proposition 10.46 (Induced Heyting algebra). �e quintuple (H ,≤H ,∧H ,∨H ,→H ) is a Heyting alge-
bra.

Proof. We �rst show that (H ,≤H ,∧H ,∧H ) is a la�ice. It is clear that (H ,≤H ) is a poset, we then have
to prove that ∧H and ∨H indeed de�nes binary meets and joins. We thus need to prove that for all
a,b,c ∈ A, we have:

1. • [a] × [b] ≤H [a] and [a] × [b] ≤H [b]. In A, the corresponding implications are realized
respectively by λxy.x and λxy.y.

2. • If [c] ≤H [a] and [c] ≤H [b], then [c] ≤H [a] × [b]. Let us assume that c → a ∈ S and
c → b ∈ S. �en by closure of the separator under modus ponens, it su�ces to show that
(c → a) → (c → b) → c → (a × b) ∈ S. �is formula is realized by λtucz.z (tc ) (uc ).

3. • [a] ≤H [a] + [b] and [b] ≤H [a] + [b]. �e corresponding implications inA are realized respec-
tively by λxtu .tx and λxtu .ux .

4. • If [a] ≤H [c] and [b] ≤H [c], then [c] ≤H [a] + [b]. Let us assume that c → a ∈ S and
c → b ∈ S. �en by closure of the separator under modus ponens, it su�ces to show that
(a → c ) → (b → c ) → (a + b) → c ∈ S. �is formula is realized by λxyt .txy.

We already know from Proposition 10.37 that > and ⊥ are respectively the maximal and minimal ele-
ments of A for ≤H . �us (H ,≤H ,∧H ,∧H ) is a bounded la�ice.

Finally, we need to prove that the adjunction [a] ∧H [b] ≤H [c] ⇔ [a] ≤H [b] →H [c] holds for
any a,b,c ∈ A. �is is a direct consequence of the corresponding adjunction that we proved in A for
`S and→ (Proposition 10.44). �

Remark 10.47. If the implicative algebra is classical, for all a ∈ A we have ¬¬a �S a (Proposi-
tion 10.39). �rough the quotient, this implies that ¬¬[a] = [a] for all a ∈ A. �is means that in the
case of a classical implicative algebra, the induced Heyting algebra is actually a Boolean algebra. y

We are almost ready to de�ne the implicative tripos. Following the construction of triposes asso-
ciated to AKSs and KOCAs, we want to de�ne a functor roughly of the form P : I ∈ Setop 7→ AI .
However, as we saw that the implicative algebra A gives rise to a Heyting algebra through a quotient
by (the equivalence relation induced by) the separator. We �rst need to check that the indexed family
AI is an implicative structure. �en we will need to quotient AI by an appropriate separator.

10.4.2 Product of implicative structures

Let I be a set and (Ai )i ∈I be a family of implicative structures, which we write (Ai ,4i ,→i ). �e Carte-
sian product A , ∏

i ∈I Ai is naturally equipped with a structure of implicative structure, using the
order and implication de�ned componentwise:

(ai )i ∈I 4 (bi )i ∈I , ∀i ∈ I .(ai 4i bi ) (ai )i ∈I → (bi )i ∈I , (ai →i bi )i ∈I

Proposition 10.48 (Product of structures). �e triple (A,4,→) is an implicative structure.

Proof. Straightforward, since the variance and the distributivity are veri�ed for each component. �

Since the order relation is de�ned componentwise, in particular the meet of a set of family is the
family of the meet componentwise:

k

(ai )i∈I ∈A

(ai )i ∈I =
( k

ai ∈Ai

ai
)
i ∈I
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As a consequence, all the de�nitions are compatible with the corresponding de�nitions componentwise,
namely for all a,b ∈ A and any f = ( fi : Ai → Ai )i ∈I we have:

ab = (aibi )i ∈I λ f = (λ fi )i ∈I kA = (kAi )i ∈I sA = (sAi )i ∈I

a × b = (ai × bi )i ∈I a + b = (ai + bi )i ∈I ccA = (ccAi )i ∈I

In the same spirit, it is clear that if (Si )i ∈I ⊆ Ai is a family of separators (i.e. for each i ∈ I , Si is a
separator for Ai ), then the Cartesian product S = ∏

i ∈I Si is a separator for the implicative structure
A. Besides, the entailment relation induced by this separator product corresponds again to the induced
relation componentwise, since for all a,b ∈ A we have:

a `S b , a → b ∈ S ⇔ ∀i ∈ I .(ai →i bi ∈ Si ) ⇔ ∀i ∈ I .(ai `Si bi )

10.4.3 Implicative tripos

We are now ready to de�ne the implicative tripos. Let (A,4,→,S) be a �xed implicative algebra. For
each set I , the Cartesian productAI gives rise to an implicative structure which we write (AI ,4I ,→I ).
As explained in the previous section, the Cartesian product SI de�nes a separator for the implicative
structureAI , which we call the power separator. By de�nition, an element a ofAI belongs to the power
separator SI , if for each i ∈ I , ai belongs to S. In terms of realizability, this intuitively means that for
each i ∈ I , ai is realized.

As we shall see further, this separator is too permissive in the sense that it contains too many
elements and that the corresponding quotient collapses to a forcing tripos. Yet, the separator S induces
another separator, which we write S[I ] and call uniform separator, which is de�ned by:

S[I ] , {a ∈ AI : ∃s ∈ S .∀i ∈ I .s 4 ai }

An element a ∈ A is thus in the uniform separator if it is uniformly realized by the same s in each
component. We clearly have the following inclusion:

S[I ] ⊆ SI ⊆ AI

We write (AI /S[I ],≤S[I ],→S[I ]) the associated Heyting algebra.

�eorem 10.49 (Implicative tripos). Let (A,4,→,S) be an implicative algebra. �e following functor :

T : I 7→ AI /S[I ] T ( f ) :



AI /S[I ] → A J /S[J ]

[(ai )i ∈I ] 7→ [(af (j ) )j ∈J ]
(∀f ∈ J → I )

de�nes5 a tripos.

Proof. We verify that T satis�es all the necessary conditions to be a tripos.

• �e functoriality of T is clear.
• For each I ∈ Set, the image of the corresponding diagonal morphism T (δI ) associates to any

element [(ai j )(i,j )∈I×I ] ∈ T (I × I ) the element [(aii )i ∈I ] ∈ T (I ). We de�ne6:

(=I ) : i, j 7→



c
a∈A (a → a) if i = j

⊥ → > if i , j

5Note that the de�nition of the functor on functions f : J → I assumes implicitly the possibility of picking a representative
in any equivalent class [a] ∈ A/S[I ], i.e. the full axiom of choice.

6�e reader familiar with classical realizability might recognize the usual interpretation of Leibniz’s equality.
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and we need to prove that for all [a] ∈ T (I × I ):

[>]I ≤S[I ] T (δI ) (a) ⇔ [=I ] ≤S[I×I ] [a]

Let then [(ai j )i,j ∈I ] be an element of T (I×I ). From le� to right, assume that [>]I ≤S[I ] T (δI ) (a),
that is to say that there exists s ∈ S such that for any i ∈ I , s 4 > → aii . �en it is easy to
check that for all i, j ∈ I , λz.z (s (λx .x )) 4 i =I j → ai j . Indeed, using the adjunction and the
β-reduction it su�ces to show that for all i, j ∈ I , (i =I j ) 4 (s (λx .x )) → ai j . If i = j, this follows
from the fact that (s (λx .x )) 4 aii . If i , j, this is clear by subtyping.
From right to le�, if there exists s ∈ S such that for any i, j ∈ I , s 4 i =I j → ai j , then in particular
for all i ∈ I we have s 4 (λx .x ) → aii , and then λ .s (λx .x ) 4 > → aii which concludes the case.

• For each projection π 1
I×J : I × J → I in C, the monotone function T (π 1

I , J ) : T (I ) → T (I × J ) has
both a le� adjoint (∃J )I and a right adjoint (∀J )I which are de�ned by:

(∀J )I
( [

(ai j )i,j ∈I×J
] )
,

[
(∀
j ∈J

ai j )i ∈I
]

(∃J )I
( [

(ai j )i,j ∈I×J
] )
,

[
(∃
j ∈J

ai j )i ∈I
]

�e proofs of the adjointness of this de�nition are again easy manipulation of λ-calculus. We only
give the case of ∃, the case for ∀ is easier. We need to show that for any [(ai j )(i,j )∈I×J ] ∈ T (I × J )
and for any [(bi )i ∈I ], we have:

[(ai j )(i,j )∈I×J ] ≤S[I×J ] [(bi )(i,j )∈I ] ⇔
[
(∃
j ∈J

ai j )i ∈I
]
≤S[I ] [(bi )i ∈I ]

Let us �x some [a] and [b] as above. From le� to right, assume that there exists s ∈ S such that
for all i ∈ I , j ∈ J , s 4 ai j → bi , and thus sai j 4 bi . Using the semantic elimination rule of the
existential quanti�er, we deduce that for all i ∈ I , if t 4 ∃j ∈J ai j , then t (λx .sx ) 4 bi . �erefore,
for all i ∈ I we have λy.y (λx .sx ) 4 ∃j ∈J ai j → bi .
From right to le�, assume that there exists s ∈ S such that for all i ∈ I , s 4 ∃j ∈J ai j → bi . For
any j ∈ J , using the semantic introduction rule of the existential quanti�er, we deduce that for
all i ∈ I , λx .xai j 4 ∃j ∈J ai j . �erefore, for all i ∈ I we have λx .s (λz.zx ) 4 ai j → bi .

• �ese adjoints clearly satisfy the Beck-Chevaley condition. For instance, for the existential quan-
ti�er, we have for all I , I ′, J , for any [(ai′j )(i′,j )∈I ′×J ] ∈ T (I ′ × J ) and any s : I → I ′,

(T (s ) ◦ (∃J )I ′ ) ([(ai′j )(i′,j )∈I ′×J ]) = T (s ) (
[
(∃j ∈J ai′j )i′∈I ′

]
)

=
[
(∃j ∈J as (i )j )i ∈I

]

= ((∃J )I ) ([(as (i )j )i j ∈I×J ])
= ((∃J )I ◦ T (s × idJ ) ([(ai j )i,j ∈I×J ])

• Finally, we de�ne Prop , A and verify that tr , [idA] ∈ T (Prop) is a generic predicate. Let
then I be a set, and a = [(ai )i ∈I ] ∈ T (I ). We let χa : i 7→ ai be the characteristic function of a (it
is in I → Prop), which obviously satis�es that for all i ∈ I :

T (χa ) (tr) = [(χa (i ))i ∈I )] = [(ai )i ∈I ]
�

10.4.4 Relation with forcing triposes

10.4.4.1 �e fundamental diagram

We shall now brie�y present a criterion to determine whether an implicative tripos is equivalent to a
forcing tripos. By forcing tripos, we refer to a tripos of the shape T : I 7→ H I whereH is a complete
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Heyting (or Boolean in classical case) algebra (see Example 9.22). In particular, recall that in the case
of forcing (see Section 9.1.2), we have:

∀ = f = ∧

while it is worth observing that the de�nition of the implicative tripos is in adequacy with the usual
situation of in realizability, that is to say that we have:

∀ = f ∧ = ×

In the case of the implicative tripos, the algebra T (I ) of predicates associated to the set I is de�ned
by T (I ) = AI /S[I ], that is: as the quotient of the power implicative algebraAI by the uniform power
separator S[I ]. Note that here, we used the uniform power separator S[I ] and not the pointwise power
separator SI , precisely to avoid a trivialization of the form AI /S I = (A/S )I that would amount to a
forcing tripos, based on the Heyting algebraH = A/S.

Indeed, we saw in Section 10.4.2 that the separator product SI also de�nes a separator for the
algebra AI . We could have considered instead the quotient AI /SI . Since S[I ] ⊆ SI , in particular we
have that if a and b are two elements of AI and if besides a �S[I ] b, then a �S I b. In other words, the
map which associates to each equivalence class w.r.t. S[I ] the equivalence class of its representative
w.r.t. SI :

ιI :
{
AI /S[I ] → AI /SI

[a]/S[I ] 7→ [a]/SI

is surjective onto AI /SI .
Moreover, we could have directly de�ned a tripos by taking the quotient A/S (which de�nes a

Heyting algebra H ), and considered the functor which associates to each I the product (A/S)I . �is
situation corresponds precisely to a forcing tripos. Here again, we can de�ne the map which associates
to each equivalence class [(ai )i ∈I ] w.r.t. S[I ] the sequence of equivalence classes of the ai w.r.t. S:

ρI :
{
AI /S[I ] → (A/S)I

[a]/S[I ] 7→ [ai ]/S

which is surjective onto (A/S)I . Finally, it is clear thatAI /SI and (A/S)I are in bijection: inAI /SI ,
two elements [(ai )i ∈I ] and [(vi )i ∈I ] are in the same equivalence class if they are equivalent componen-
twise, that is for all i ∈ I , ai and bi are equivalent:

[(ai )i ∈I ] �SI [(bi )i∈I ] ⇔ ∀i ∈ I .[ai ] �S [bi ]

Denoting by ϱI the corresponding bijection fromAI /SI to (A/S)I , the situation can then be summa-
rized by the following diagram:

AI AI /S[I ]

AI /SI (A/S)I

= T (I )

= T (1)I

[·]/S[I ]

[·]/SI ρIιI

ϱI

∼

In this diagram, all the maps are surjective, the top right corner corresponds to the implicative tripos
while the bo�om right one corresponds to a forcing tripos. We shall now make use of the diagram to
precise the situation. To this purpose, we �rst need to prove a lemma about morphisms of Heyting
algebras.
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Lemma 10.50. LetH ,H ′ be two Heyting algebras. If f : H → H ′ be a morphism of Heyting algebras,
then f is an isomorphism if and only if f is bijective.

Proof. �e le� to right implication is trivial, we thus have to prove that if f is a one-to-one morphism,
then f −1 is a morphism. It is easy to see that f −1 preserves the la�ice structure and the implication
because f does. For instance for the preservation of meets, for all a,b ∈ H ′ we have:

f −1 (a f b) = f −1 ( f ( f −1 (a)) f f ( f −1 (b))) = f −1 ( f ( f −1 (a) f f −1 (b))) = f −1 (a) f f −1 (b)

As for the preservation of the order, if a,b ∈ H ′ are such that a 4 b, then a = a f b and we have:

f −1 (a) = f −1 (a f b) = f −1 (a) f f −1 (b) 4 f −1 (b)

�erefore, we can conclude that f −1 (a) 4 f −1 (b). �

Using the previous lemma, we obtain the following characterization:

Proposition 10.51. �e following are equivalent:

1. �e map: ρI : (AI /S[I ]) → (A/S)I is an isomorphism (of Heyting Algebras).

2. �e map: ρI : (AI /S[I ]) → (A/S)I is injective.

3. S[I ] = SI .

4. �e separator S ⊆ A is closed under all I -indexed meets.

Proof. �e equivalence between the �rst three conditions follows from the above characterization of
isomorphisms in HA. If (ai )i ∈I ∈ SI and S[I ] = SI , then there exists an s ∈ S such that for all i ∈ I ,
s 4 ai . �en s 4

c
i ∈I ai and the la�er belongs to S by upward closure. �erefore, S is closed under

I -indexed meets. For the converse direction, it su�ces to see that if (ai )i ∈I ∈ SI , then by closure under
I -indexed meets

c
i ∈I ai is in S and is a uniform realizer for (ai )i ∈I , which thus belongs to S[I ]. �

�is diagram is thus the cornerstone on the study of implicative tripos. In particular, the most
interesting realizability models (i.e. those which can not be obtained by forcing) are the ones occurring
in the top right corner when the map ρI is not an isomorphism.

10.4.4.2 Collapse criteria

We shall brie�y present some criteria which characterizes the situations where implicative triposes are
isomorphic to forcing triposes. As we do not want to enter into too much detail here (we leave it for the
forthcoming paper of Alexandre Miquel on the topic), let us loosely use notions that we do not formally
de�ne. Our goal here is mainly to give some intuitions, and to highlight some phenomena that were
already known in Krivine realizability algebras.

First of all, as we mentioned in Section 3.5.3, the construction of Krivine’s realizability models for
the negation of the axiom of choice and the continuum hypothesis deeply relies on the fact that the
formula ind ≡ ∀x .Nat(x ) is not realized. In our framework, this formula can be de�ned by:

indA ,
k

n∈�

k
a∈A�

(a0 →
k

i ∈�

(ai → ai+1) → an )

In fact, this can be reduced to the formula called parallel-or (p-or), which is de�ned in any implicative
structure by:

p-orA , (> → ⊥ → ⊥) f (⊥ → > → ⊥)
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in the sense that if this formula is realized if and only if ind is7. Besides, in the case where the real-
izability algebra (i.e. the λc -calculus) contains an instruction t of non-deterministic choice, it is easy
to de�ne a realizer for the formula p-or. In which case, the realizability models collapses to a forcing
model.

�is phenomenon can be rephrased directly within implicative algebras. First, the operator t is
naturally interpreted in any implicative structure A by:

tA ,
k

a,b ∈A

(a → b → a f b)

and it is an easy exercise of λc -calculus to show that:

Proposition 10.52. If (A,4,→,S) is a classical implicative algebra, then:

tA �S p-or
A �S indA

�en it is possible to show that an implicative tripos is isomorphic to a forcing tripos if and only
if its separator contains tA and is �nitely generated (i.e. it is de�ned as the closure under application
and upwards of a �nite subset of the implicative structure A).

�eorem 10.53 (Characterization of forcing triposes). Let T : Setop → HA be an implicative tripos
induced by an implicative algebra (A,4,→,S). �e following are equivalent:

1. �e tripos T is isomorphic to a forcing tripos

2. �e separator S ⊆ A is a principal �lter of A.

3. �e separator S ⊆ A is �nitely generated and t ∈ S.

Proof. See [122]. �

Furthermore, in the case where the arrow commutes with arbitrary joins, that is if for all b ∈ A the
following holds:

k

a∈A

(a → b) = (
j

a∈A

a) → b

the interpretation of p-or belongs to any separator. Indeed, since⊥ =
b
∅, the previous equality implies

that ⊥ → a = > for any a ∈ A, and in particular:

p-orA = (⊥ → > → ⊥) f (> → ⊥ → ⊥) = >f (> → >) = > → >

�erefore, in the previous situation, tA and indA also belong to all classical separators. �e previous
equation is not meaningless, because when it holds, it allows to de�ne the existential quanti�er as a
join, and it can be read as:

∀
a∈A

(a → b) = (∃
a∈A

a) → b

In other words, we can not expect an implicative algebra which is “too” commutative to induce triposes
which are not isomorphic to a forcing tripos.

7In Krivine’s article, the fact that the algebra∇2 is not trivial precisely relies on the fact that there is no term which realizes
both > → ⊥ → ⊥ and ⊥ → > → ⊥ (see [100, �eorem 31]).
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10.5 Conclusion

We presented in this section the concept of implicative algebra, that relies on the primitive notion
of implicative structure. �ese structures are de�ned as a particular class of meet-complete la�ices
equipped with an arrow, where this arrow satis�es commutations with arbitrary meets which are the
counterpart of the logical commutation between the universal quanti�cation and the implication. We
showed that implicative structures are a generalization Streicher’s AKSs and Ferrer et al.’s KOCAs. In
particular, they allow us to de�ned triposes arising from Krivine classical realizability models, and they
provide us with simple criteria to determine whether the induced triposes are equivalent to forcing
triposes. As such, implicative algebras appear to be a promising framework for the algebraic analysis
of classical realizability.

�is presentation is totally in line with Krivine’s usual presentation of his realizability models,
and in particular it takes position on a presentation of logic through universal quanti�cation and the
implication. �e computational counterpart of this choice is that the presentation relies on the call-
by-name λc -calculus. �is raises the question of knowing whether it is possible to have alternative
presentations with similar structures based on di�erent connectives (and thus di�erent calculi).

In the last two chapters of this manuscript, we will present an a�empt in this perspective. Firstly, we
will introduce the so-called notion of disjunctive algebras, which are primitively de�ned in disjunctive
structures relying on a disjunction ` and a negation ¬. We will relate these connectives to a fragment
of Munch-Maccagnoni’s System L, which amounts to a call-by-name decomposition of the λ-calculus.
In particular, we will see that any disjunctive algebra induces an implicative algebra.

Secondly, we will introduce the dual notion of conjunctive algebras, based on conjunctive structures
whose connectives are a conjunction ⊗ and a negation ¬. Here again, this decomposition of the arrow
corresponds to a fragment of Munch-Maccagnoni’s System L, which amounts to a call-by-value λ-
calculus. We will see that such a structure can naturally be obtained by duality from a disjunctive
algebra.

�ese two di�erent presentations are not as accomplished as the study of implicative algebras. In
particular, we do not dispose of the full embeddings of the corresponding calculus, and we are still
missing some correspondences between the three presentations. Yet, they should rather be taken as a
�rst step toward a complete zoology of the implicative-like algebras. We conjecture that implicative
algebras constitute the more general framework.
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We shall now introduce the notion of disjunctive algebra, which is a structure primarily based on dis-
junction, negation (for the connectives) and meets (for the universal quanti�er). Our main purpose is
to draw the comparison with implicative algebras, as an a�empt to justify eventually that the la�er
are at least as general as the former. All along this chapter, we will follow the same rationale which
guided the de�nition of implicative structures, separators, etc… If we will not be able to recover all the
disjunctive counterpart of the properties of implicative algebras, we should anyway be convinced in
the end that disjunctive algebras do not bring any bene�ts over the implicative one, in the sense that
disjunctive algebras are particular cases of implicative algebras.

�e �rst step in this direction is the de�nition of disjunctive structures. Our starting point is the
fact that in classical logic, the following equivalence holds for all formulas A and B:

A→ B ⇔ ¬A ∨ B

In particular, this equivalence suggests that as long as we are interested in a classical framework, we
could as well de�ne the logic with the disjunction and negation as ground connectives. �is is for
instance the choice of Bourbaki in his Éléments de mathématique [22]. �e �rst volume of the famous
treatise begins precisely with the introduction of the logical symbols, which are ¬, ∨ plus two others
used to handle substitutions. �e �rst symbolic shorthand which is de�ned is precisely the implication,
and logic is axiomatized by the following schemes:

S1 : (A ∨A) → A
S2 : A→ (A ∨ B)

S3 : (A ∨ B) → (B ∨A)
S4 : (A→ B) → ((C ∨A) → (C ∨ B))

�ese logical schemes should give us a guideline in the de�nition of separators for disjunctive struc-
tures.

In the seminal paper introducing linear logic [59], Jean-Yves Girard re�nes the structure of the
sequent calculus LK, introducing in particular two connectives for the disjunctions: ` and ⊕. �e �rst
one is said to be multiplicative, while the second one is said to be additive, due to the treatment of
contexts in the corresponding rules:

Γ ` A1,A2,∆
Γ ` A1 `A2,∆

(`r )
Γ1,A ` ∆1 Γ2,B ` ∆2
Γ1,Γ2,A1 `A2 ` ∆1,∆2

(`l )
Γ ` Ai ,∆

Γ ` A1 ⊕ A2,∆
(⊕r )

Γ,A1 ` ∆ Γ,A2 ` ∆
Γ,A1 `A2 ` ∆

(⊕l )

In the (multiplicative) rules for `, contexts are indeed juxtaposed, while they are identi�ed in the
(additive) rule for ⊕. With this �ner set of connectives, Girard shows that the usual implication1 can
be retrieved using the multiplicative disjunction:

A→ B , ¬A` B

1To do justice to Girard’s approach, the implication which is considered in linear logic, wri�en(, is di�erent from the
usual one. �e di�erence between both implications is not relevant in our framework.
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Dually to these two connectives for the disjunction, two connectives are also introduced for the con-
junction! ⊗ (multiplicative) and & (additive). Disjunctive and conjunctive connectives are related
through some laws of duality which are very similar to De Morgan’s laws for classical logic. For in-
stance, the multiplicative connectives verify that ¬(A ` B) = ¬A ⊗ ¬B and ¬(A ⊗ B) = ¬A ` ¬B. In
particular, this give rises to a second decomposition of the arrow:

A→ B , ¬(A ⊗ ¬B)

In 2009, Guillaume Munch-Maccagnoni gave a computational account of Girard’s presentation for
classical logic with a division between multiplicative and additive connectives [127]. In his calculus,
named L, each connective corresponds to the type of a particular constructor (or destructor). While L
is in essence close to Curien and Herbelin’s λµµ̃-calculus (in particular it is presented with the same
paradigm of duality between proofs and contexts), the syntax of terms does not include λ-abstraction
(and neither does the syntax of formulas includes an implication). �e two decompositions of the arrow
evoked above are precisely re�ected in a decomposition of λ-abstractions (and dually, of stacks) in terms
of L constructors.

Notably, the choice of a decomposition corresponds to a particular choice of an evaluation strategy
for the encoded λ-calculus. When picking the ` connective, the corresponding λ-terms are evaluated
according to a call-by-name evaluation strategy whose machinery resembles the one of the call-by-
name λµµ̃-calculus (see Chapter 4). On the other hand, if the implication is de�ned through the ⊗
connective, the corresponding λ-calculus is reduced in a call-by-value fashion.

We shall begin by considering the call-by-name case, which is closer to the situation of implica-
tive algebras. We start with the presentation of the corresponding fragment of Munch-Maccagnoni’s
calculus, which we call L̀ . In particular, we will see how this calculus induces a realizability model
whose structure leads us to the de�nition of disjunctive structures. We will observe that the encoding of
λ-terms into L̀ can be directly re�ected as an implicative structure induced by each disjunctive struc-
ture. Finally, we shall de�ne the notions of (disjunctive) separator and disjunctive algebra. We will see
that, again, any disjunctive algebra can be viewed as an implicative algebra.

11.1 �e L̀ calculus

We present here the fragment of L induced by the negative connectives `, ¬ and ∀, in order to present
a�erwards the realizability model it induces. Since this calculus has a lot of similarities with respect
to the λµµ̃-calculus, and since the realizability interpretation is akin to the one we gave for the call-
by-name λµµ̃-calculus (see Section 4.4.5), we shall try to be concise. In particular, we skip some proofs
which can be found either in [127] or in previous chapters.

11.1.1 �e L̀ calculus

�e L̀ -calculus is a subsystem of Munch-Maccagnoni’s system L [127], restricted to the negative frag-
ment corresponding to the connectives `, ¬− (which we simply write ¬ since there is no ambiguity
here) and ∀. To ease the connection with the syntax of the λµµ̃-calculus, we slightly change the nota-
tions of the original paper. �e syntax is given by:

Contexts
Terms
Commands

e+ ::= α | (e+1 ,e
+
2 ) | [t−] | µx .c

t− ::= x | µ (α1,α2).c | µ[x].c | µα .c
c ::= 〈t− ||e+〉

Observe in particular that we only have positive contexts and negative terms. We write E for the set of
contexts, T for the set of terms, C for the set of commands, and E0, T0, C0 for the sets of closed contexts,
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terms and commands. As for values, they are de�ned by the following fragment of the syntax2:

Values V ::= α | (V1,V2) | [t−]

We denote byV0 the corresponding set of closed values.
Since the notations might be a bit confusing regarding the ones we used in previous chapters (es-

pecially with respect to the λµµ̃-calculus), we shall say a few words about it:

• (e+,e+) are pairs of positive contexts, which we will relate to usual stacks;
• µ (α1,α2).c , which binds the co-variables α1,α2, is the dual destructor;
• [t−] is a constructor for the negation, which allows us to embed a negative term into a positive

context;
• µ[x].c , which binds the variable x , is the dual destructor;
• µα .c and µx .c correspond respectively to µα and µ̃x in the λµµ̃-calculus.

Remark 11.1 (Notations). We shall explain that in (full) L, the same syntax allows us to de�ne terms
t and contexts e (thanks to the duality between them). In particular, no distinction is made between t
and e , which are both wri�en t , and commands are indi�erently of the shape 〈t+ ||t−〉 or 〈t− ||t+〉. For this
reason, in [127] is considered a syntax where a notation x̄ is used to distinguish between the positive
variable x (that can appear in the le�-member 〈x | of a command) and the positive co-variable x̄ (resp.
in the right member |x〉 of a command). In particular, the µα binder of the λµµ̃-calculus would have
been wri�en µx̄ and the µ̃x binder would have been denoted by µα (see [127, Appendix A.2]). We thus
switched the x and α of L (and removed the bar), in order to stay coherent with the notations in the
rest of this manuscript. y

�e reduction rules correspond to what could be expected from the syntax of the calculus: destruc-
tors reduce in front of the corresponding constructors, both µ binders catch values in front of them and
pairs of contexts are expanded if they are not values. As for the η-expansion rules, they are also quite
natural:

〈µ[x].c ||[t]〉 →β c[t/x]
〈t ||µx .c〉 →β c[t/x]
〈µα .c ||V 〉 →β c[V /α]

〈µ (α1,α2).c ||(V1,V2)〉 →β c[V1/α1,V2/α2]
〈t ||(e,e ′)〉 →β 〈µα .〈µα ′.〈t ||(α ,α ′)〉||e ′〉||e〉

c →η 〈µα .c ||α〉
c →η 〈µ (α1,α2).c ||(α1,α2)〉
c →η 〈µ[x].c ||[x]〉
c →η 〈x ||µx .c〉

where in the last→β rule, (e,e ′) < V .
Finally, we shall present the type system of L̀ . In the continuity of the presentation of implicative

algebras, we are interested in a second-order se�ings. Formulas are then de�ned by the following
grammar:

Formulas A,B := X | A` B | ¬A | ∀X .A

Once again, the type system is similar to the one of the λµµ̃-calculus, in the sense that it is presented
in a sequent calculus fashion. We work with two-sided sequents, where typing contexts are de�ned as
usual as �nite lists of bindings between variable and formulas:

Γ ::= ε | Γ,x : A ∆ ::= ε | ∆,α : A

Sequents are of three kinds, as in the λµµ̃-calculus:
2�e reader may observe that in this se�ing, values are de�ned as contexts, so that we may have called them covalues

rather than values. We stick to this denomination to stay coherent with the terminology in Munch-Maccagnoni’s paper [127].
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Γ ` t : A | ∆ Γ | e : A ` ∆
〈t ||e〉 : Γ ` ∆ (Cut)

(α : A) ∈ ∆
Γ | α : A ` ∆ (ax`)

(x : A) ∈ Γ
Γ ` x : A | ∆ (`ax )

c : Γ,x : A ` ∆
Γ | µx .c : A ` ∆

(µ `)
c : Γ ` ∆,α : A
Γ ` µα .c : A | ∆

(`µ )

Γ | e1 : A ` ∆ Γ | e2 : B ` ∆
Γ | (e1,e2) : A` B ` ∆

(` `) c : Γ ` ∆,α1 : A,α2 : B
Γ ` µ (α1,α2).c : A` B | ∆

(``)

Γ ` t : A | ∆
Γ | [t] : ¬A ` ∆

(¬ `)
c : Γ,x : A ` ∆

Γ ` µ[x].c : ¬A | ∆
(`¬)

Γ | e : A[B/X ] ` ∆
Γ | e : ∀X .A ` ∆ (∀`)

Γ ` t : A | ∆ X < FV (Γ,∆)

Γ ` t : ∀X .A (`∀)

Figure 11.1: Typing rules for the L ,̀¬-calculus

• Γ ` t : A | ∆ for typing terms,
• Γ | e : A ` ∆ for typing contexts,
• c : Γ ` ∆ for typing commands.

Just like both connectives ` and ¬ are re�ected by a constructor and a destructor in the syntax, in the
type system each connective corresponds to a le� rule (the introduction rule, for typing the constructor)
and to a right rule (the elimination rule, for typing the destructor), in addition to the usual rules for
typing variables, µ binders and commands. �e type system is given in Figure 11.1.

Remark 11.2 (Universal quanti�er). In L, the universal quanti�cation is also re�ected by constructors
in the syntax. �is has the bene�ts of avoiding the problems of value restriction for the introduction
rule. In our particular se�ing, since all terms are values, the introduction rule does not cause any
problem. Beyond that, the realizability model we are going to de�ne is only a pretext to the introduction
of disjunctive structures, in which we will interpret the universal quanti�cation by meets. �us, it
would be meaningless for us to introduce a syntactic constructor for the universal quanti�er. y

Remark 11.3 (Multiplicativity). We simpli�ed a bit the type system of L to avoid structural rules.
�erefore, the rule (` `) uses the same contexts in both hypotheses and the conclusion, instead of
juxtaposing contexts in the conclusion. Both presentations are equivalent since both type systems
allow for weakening and contraction. y

11.1.2 Embedding of the λ-calculus

Following Munch-Maccagnoni’s paper [127, Appendix E], we can embed the λ-calculus into the L̀ -
calculus. To this end, we are guided by the expected de�nition of the arrow:

A→ B , ¬A` B

It is easy to see that with this de�nition, a stack u · e in A → B (that is with u a term of type A and e
a context of type B) is naturally de�ned as a shorthand for the pair ([u],e ), which indeed inhabits the

284



11.1. THE L̀ CALCULUS

type ¬A` B. Starting from there, the rest of the de�nitions are straightforward:

u · e , ([u],e )
µ ([x],β ).c , µ (α ,β ).〈µ[x].c ||α〉

λx .t , µ̃ ([x],β ).〈t ||β〉
t u , µα .〈t ||u · α〉

�ese de�nitions are sound with respect to the typing rules expected from the λµµ̃-calculus:

Proposition 11.4. �e following typing rules are admissible:

Γ,x : A ` t : B
Γ ` λx .t : A→ B

Γ ` u : A | ∆ Γ | e : B ` ∆
Γ | u · e : A→ B ` ∆

Γ ` t : A→ B | ∆ Γ ` u : A | ∆
Γ ` t u : B | ∆

Proof. Each case is directly derivable from L̀ type system. We abuse the notation to denote by (def)
a rule which simply consists in unfolding the shorthands de�ning the λ-terms.

• Case µ ([x],α ).c:

Γ | α : ¬A ` ∆,α : ¬A,β : B
(ax`)

c : (Γ,x : A ` ∆,β : B)
Γ ` µ[x].c : ¬A | ∆,β : B

(`µ )

〈µ[x].c ||α〉 : (Γ ` ∆,α : ¬A,β : B)
(Cut)

Γ ` µ (α ,β ).〈µ[x].c ||α〉 : ¬A` B | ∆
(``)

Γ ` µ ([x],β ).c : ¬A` B | ∆
(def)

• Case λx .t :
Γ,x : A ` t : B | ∆ Γ | β : B ` ∆,β : B

(ax`)

〈t ||β〉 : (Γ,x : A ` β : B,∆
(Cut)

Γ ` µ ([x],β ).〈t ||β〉 : ¬A` B | ∆
(``)

Γ ` λx .t : A→ B | ∆
(def)

• Case u · e:
Γ ` u : A | ∆
Γ | [u] : A ` ∆

(¬ `)
Γ | e : B ` ∆

Γ | ([u],e ) : ¬A` B ` ∆
(` `)

Γ | u · e : A→ B ` ∆
(def)

• Case t u:

Γ ` t : A→ B | ∆

Γ ` u : A | ∆ Γ | α : B ` ∆,α : B
Γ | u · α : A→ B ` ∆,α : B)

〈t ||u · α〉 : (Γ ` ∆,α : B)
(Cut)

Γ ` µα .〈t ||u · α〉 : B | ∆
(`µ )

Γ ` t u : B | ∆
(def)

�

In addition, the above de�nitions of λ-terms induce the usual rules of β-reduction for the call-by-
name evaluation strategy in the Krivine abstract machine (notice that in the KAM, all stacks are values):

Proposition 11.5 (β-reduction). We have the following reduction rules:

〈t u ||π 〉 →β 〈t ||u · π 〉
〈λx .t ||u · π 〉 →β 〈t[u/x]||π 〉

(π ∈ V +)
(π ∈ V +)
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Proof. If π ∈ V +, we have indeed:

〈t u ||π 〉 = 〈µα .〈t ||u · α〉||π 〉 →β 〈t ||u · π 〉

and:
〈λx .t ||u · π 〉 = 〈µ̃ ([x],β ).〈t ||β〉||([u],π )〉

= 〈µ (α ,β ).〈α ||µ[x].〈t ||β〉〉||([u],π )〉
→β 〈[u]||µ[x].〈t ||π 〉〉
→β 〈t[u/x]||π 〉 �

At this stage, it is clear that the structure of L̀ allows us to recover all the computational strength
of the call-by-name λµµ̃-calculus. As we explained in Section 4.2.4, this also means that we can encode
the term cc of the λc -calculus, and simulate the Krivine abstract machine. �erefore, L̀ is suitable for
the de�nition of a realizability interpretation through these encodings, but as for the full system L, we
can also directly de�ne a realizability model for L̀ .

11.1.3 A realizability model based on the L̀ -calculus

We brie�y go through the de�nition of the realizability interpretation à la Krivine for L̀ . �e reader
should observe that in the end, this interpretation is very similar to the one of the call-by-name λµµ̃-
calculus (see Section 4.4.5). As usual, we begin with the de�nition of a pole:

De�nition 11.6 (Pole). A subset ⊥⊥ ∈ C is said to be saturated whenever for all c,c ′ ∈ C, if c →β c ′

then c ∈ ⊥⊥. A pole is de�ned as any saturated subset of C0. y

As it is common in Krivine’s call-by-name realizability, falsity values are de�ned primitively as sets
of contexts. Truth values are then de�ned by orthogonality to the corresponding falsity values. We say
that a term t is orthogonal (with respect to the pole⊥⊥) to a context e we denote by t⊥⊥e when 〈t ||e〉 ∈ ⊥⊥.
A term t (resp. a context e) is said to be orthogonal to a set S ⊆ E0 (resp. S ⊆ T0), which we write t⊥⊥S ,
when for all e ∈ S , t is orthogonal to e .

Orthogonality satis�es the expected properties of monotonicity:

Proposition 11.7 (Monotonicity). For any subset S of T0 (resp. E0) and any subsetU ∈ P (T0) (resp. any
subset of P (E0)), the following holds:

1. S ⊆ S⊥⊥⊥⊥

2. S⊥⊥ = S⊥⊥⊥⊥⊥⊥

3. (
⋂

S ∈U S )⊥⊥ =
⋃

S ∈U (S⊥⊥)

4. (
⋃

S ∈U S )⊥⊥ ⊇
⋂

S ∈U (S⊥⊥)

As we explained in more details in chapter 4, the realizability interpretation à la Krivine of a calculus
given in a sequent calculus presentation (that is whose reduction rules are presented in the shape of an
abstract machine) can be derived mechanically from a small-step reduction system. We will not do it in
the present case, but it amounts to the case of the call-by-name λµµ̃-calculus. Because of this evaluation
strategy (which is induced here by the choice of connectives), a formula A is primitively interpreted
by its “falsity value of values”, which we write ‖A‖V and call primitive falsity value, which is a set in
P (V0) (and thus in P (E0)). Its truth value |A| is then de�ned by orthogonality to ‖A‖V (and is a set
in P (T0)), while its falsity value ‖A‖ ∈ P (E0) is again obtained by orthogonality to |A|. �erefore, a
universal formula ∀X .A is interpreted by the union over all the possible instantiations for the primitive
falsity value of the variable X by a set S ∈ P (V0). As it is usual in Krivine realizability, to ease the
de�nitions we assume that for each subset S of P (V0), there is a constant symbol Ṡ in the syntax. �e
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interpretation is given by:

‖Ṡ ‖V , S

‖∀X .A‖V ,
⋃

S ∈P (V0) ‖A{X := Ṡ }‖V
‖A` B‖V , {(V1,V2) : V1 ∈ ‖A‖V ∧V2 ∈ ‖B‖V }

‖¬A‖V , {[t] : t ∈ |A|}
|A| , {t : ∀V ∈ ‖A‖V ,t⊥⊥V }
‖A‖ , {e : ∀t ∈ |A|,t⊥⊥e}

Remark 11.8. One could alternatively prefer to consider the following primitive falsity value:

‖A` B‖V , {(e1,e2) : e1 ∈ ‖A‖ ∧ e2 ∈ ‖B‖}

As highlighted by Dagand and Scherer [36], the design choice for primitive falsity value results in
constraints on the de�nition of the reduction rules to make them adequate with the de�nitions. A
short Coq development on the proof of adequacy of L̀ typing rules (for the propositional fragment)
viewed as an evaluating machine is given to support this claim3. In particular, it makes very clear the
impact that the choice of de�nition for ‖A` B‖V has on the reduction system. y

We shall now verify that the type system of L̀ is indeed adequate with this interpretation. We �rst
prove the following simple lemma:

Lemma 11.9 (Substitution). Let A be a formula whose only free variable is X . For any closed formula B,
if S = ‖B‖V , then ‖A[B/X ]‖V = ‖A[Ṡ/X ]‖V .

Proof. Easy induction on the structure of formulas, with the observation that the statement for primitive
falsity values implies the same statement for truth values (|A[B/X ]| = |A[Ṡ/X ]|) and falsity values
(‖A[B/X ]‖ = ‖A[Ṡ/X ]‖). �e key case is for the atomic formula A ≡ X , where we easily check that:

‖X [B/X ]‖V = ‖B‖V = S = ‖Ṡ ‖V = ‖X [Ṡ/X ]‖V
�

�e last step before proving adequacy consists in de�ning substitutions and valuations. We say
that a valuation, which we write ρ, is a function mapping each second-order variable to a primitive
falsity value ρ (X ) ∈ P (V0). A substitution, which we write σ , is a function mapping each variable x to
a closed term c and each variable α to a closed value V ∈ V0:

σ ::= ε | σ ,x 7→ t | σ ,α 7→ V +

We say that a substitution σ realizes a context Γ and note σ  Γ when for each binding (x : A) ∈ Γ,
σ (x ) ∈ |A|. Similarly, we say that σ realizes a context ∆ if for each binding (α : A) ∈ ∆, σ (α ) ∈ ‖A‖V .

We can now state the property of adequacy of the realizability interpretation:

Proposition 11.10 (Adequacy). Let Γ,∆ be typing contexts, ρ be a valuation and σ be a substitution such
that σ  Γ[ρ] and σ  ∆[ρ]. We have:

1. If V + is a positive value such that Γ | V + : A ` ∆, then V +[σ ] ∈ ‖A[ρ]‖V .

2. If t is a term such that Γ ` t : A | ∆, then t[σ ] ∈ |A[ρ]|.
3. If e is a context such that Γ | e : A ` ∆, then e[σ ] ∈ ‖A[ρ]‖.
4. If c is a command such that c : (Γ ` ∆), then c[σ ] ∈ ⊥⊥.

Proof. �e proof is almost the same as for the proof of adequacy for the call-by-name λµµ̃-calculus. We
only give some key cases which are peculiar to this se�ing. We proceed by induction over the typing
derivations. Let σ be a substitution realizing Γ[ρ] and ∆[ρ].

3See https://www.irif.fr/∼emiquey/these/coq/Real.RealLPar.html.
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• Case (` ¬). Assume that we have:

c : Γ,x : A ` ∆
Γ ` µ̃[x].c : ¬A

(`¬)

and let [t] be a term in ‖A[ρ]‖V , that is to say that t ∈ |A[ρ]|. We know by induction hypothesis that
for any valuation σ ′  (Γ,x : A)[ρ], c[σ ′] ∈ ⊥⊥ and we want to show that µ[x].c[σ ]⊥⊥[t]. We have that:

µ[x].c⊥⊥[t] →β c[σ ][t/x] = c[σ ,x 7→ t]

hence it is enough by saturation to show that c[σ ][u/x] ∈ ⊥⊥. Since t ∈ |A[ρ]|, σ [x 7→ t]  (Γ,x : A)[ρ]
and we can conclude by induction hypothesis. �e cases for (µ `), (` µ ) and (` `) proceed similarly.

• Cases (¬ `). Trivial by induction hypotheses.
• Case (` `). Assume that we have:

Γ | e1 : A ` ∆ Γ | u : B ` ∆
Γ | (e1,e2) : A` B ` ∆

(` `)

Let then t be a term in |(A` B)[ρ]|, to show that 〈t ||(e1,e2)〉 ∈ ⊥⊥, we proceed by anti-reduction:

〈t ||(e,e ′)〉 →β 〈µα .〈µα
′.〈t ||(α ,α ′)〉||e ′〉||e〉

It now easy to show, using the induction hypotheses for e and e ′ that this command is in the pole: it
su�ces to show that the term µα .〈µα ′.〈t ||(α ,α ′)〉||e ′〉 ∈ |A|, which amounts to showing that for any
value V1 ∈ ‖A‖V :

〈µα .〈µα ′.〈t ||(α ,α ′)〉||V 〉||→β 〉〈µα
′.〈t ||(V ,α ′)〉||e ′〉 ∈ ⊥⊥

Again this holds by showing that for any V ′ ∈ |B |,

〈µα ′.〈t ||(V ,α ′)〉||V ′〉 →β 〈t ||(V ,V
′)〉 ∈ ⊥⊥

• Case (` ∀). Trivial.

• Case (∀ `). Assume that we have:

Γ | e : A[B/X ] ` ∆
Γ | e : ∀X .A ` ∆ (∀`)

By induction hypothesis, we obtain that e[σ ] ∈ ‖A[B/X ][ρ]‖; so that if we denote ‖B[ρ]‖V ∈ P (V0)
by S , we have:

e[σ ] ∈ ‖A[Ṡ/X ]‖ ⊆
⋃

S ∈P (V0)

‖A[Ṡ/X ][ρ]‖⊥⊥⊥⊥V ⊆ (
⋃

S ∈P (V0)

‖A[Ṡ/X ][ρ]‖V )⊥⊥⊥⊥ = ‖∀X .A[ρ]‖

where we make implicit use of Lemma 11.9. �

As a consequence of the former result and Proposition 11.4, we deduce that the typing rules for the
encoded λµµ̃-rules also are adequate with the realizability interpretation.

Corollary 11.11. �e typing rules for λµµ̃-terms are adequate.

In particular, this means that the realizability interpretation for L̀ is a particular case of the one
we de�ne for the call-by-name λµµ̃-calculus in Section 11.1.3.
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11.2 Disjunctive structures

Let us examine for a minute the situation to which we arrived. First, insofar as the call-by-name ma-
chinery of the λµµ̃-calculus was embeddable into L̀ , in particular the Krivine abstract machine for the
λc -calculus can be recovered in this se�ing. �erefore, we could have used these embedding to make
use of the realizability interpretation for the λc -calculus. Schematically, this would have corresponded
to the following path:

L̀ (Call-by-name) λµµ̃-calculus λc -calculus KAM Realizability model
In particular, thinking of this construction from the point of view of implicative structures, this implies
that we could have de�ned an implicative algebra by proceeding as follows:

L̀ λc -calculus KAM Implicative structure Implicative algebra
On the other hand, we saw in the previous section that the L̀ calculus was suitable for the direct

de�nition of a realizability model. �e interpretation is induced by the reduction system of L̀ , which
directly re�ects the choice of connectives. Instead of embedding an arrow to obtain in the end an
implicative structure, we should expect a direct algebraic counterpart for the structure of the calculus,
and obtain a direct algebraic interpretation looking like:

L̀ Disjunctive structure Disjunctive algebra
Finally, we know that the realizability model obtained directly from the L̀ calculus somehow con-

tains the realizability model that would have been constructed with the arrow. In other words, the
interpretation of L̀ is a particular case of interpretation for a λc -calculus enriched with some addi-
tional structure. �erefore, we expect that, at the level of algebraic structures, any disjunctive algebra
should induce an implicative algebra:

Disjunctive algebra Implicative algebra

11.2.1 Disjunctive structures

Following the rationale guiding the de�nition of implicative structure and algebras, we should now
de�ne the notion of disjunctive structure. Such a structure will then contain two internal laws to re�ect
the negation and the disjunction from the language of formulas. Regarding the expected commutations,
as we choose negative connectives and in particular a universal quanti�er, we should de�ne commu-
tations with respect to arbitrary meets. �e following properties of the realizability interpretation for
L̀ provides us with a safeguard for the de�nition to come:
Proposition 11.12 (Commutations). In any L̀ realizability model (that is to say for any pole ⊥⊥), the
following equalities hold:

1. If X < FV (B), then ‖∀X .(A` B)‖V = ‖ (∀X .A) ` B‖V .

2. If X < FV (A), then ‖∀X .(A` B)‖V = ‖A` (∀X .B)‖V .

3. ‖¬(∀X .A)‖V =
⋂

S ∈P (V0) ‖¬A{X := Ṡ }‖V

Proof. 1. Assume the X < FV (B), then we have:

‖∀X .(A` B)‖V =
⋃

S ∈P (V0)

‖A{X := Ṡ } ` B‖V

=
⋃

S ∈P (V0)

{(V1,V2) : V1 ∈ ‖A{X := Ṡ }‖V ∧V2 ∈ ‖B‖V }

= {(V1,V2) : V1 ∈
⋃

S ∈P (V0)

‖A{X := Ṡ }‖V ∧V2 ∈ ‖B‖V }

= {(V1,V2) : V1 ∈ ‖∀X .A‖V ∧V2 ∈ ‖B‖} = ‖ (∀X .A) ` B‖V
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2. Identical.
3. �e proof is again a simple unfolding of the de�nitions:

‖¬(∀X .A)‖V = {[t] : t ∈ |∀X .A|} = {[t] : t ∈
⋂

S ∈P (V0)

|A{X := Ṡ }|}

=
⋂

S ∈P (V0)

{[t] : t ∈ |A{X := Ṡ }]|} =
⋂

S ∈P (V0)

‖¬A{X := Ṡ }‖V

�

In terms of algebraic structure, the previous proposition advocates for the following equalities:

1.
k

b ∈B

(a ` b) = a ` (
k

b ∈B

b) 2.
k

b ∈B

(b ` a) = (
k

b ∈B

b) ` a 3. ¬
k

a∈A

a =
j

a∈A

¬a

(recall that the order is de�ned as the reversed inclusion of primitive falsity values (whence ∩ is
b

) and
that the ∀ quanti�er is interpreted by

c
.)

De�nition• 11.13 (Disjunctive structure). A disjunctive structure is a complete meet-semila�ice (A,4)
equipped with a binary operation (a,b) 7→ a ` b, called the disjunction of A together with a unary
operation a 7→ ¬a called the negation of A, which ful�ll the following axioms:

1. Negation is anti-monotonic in the sense that for all a,a′ ∈ A:

(Contravariance) if a 4 a′ then ¬a′ 4 ¬a

2. Disjunction is monotonic in the sense that for all a,a′,b,b ′ ∈ A:

(Variance) if a 4 a′ and b 4 b ′ then a ` b 4 a′ ` b ′

3. Arbitrary meets distributes over both operands of disjunction, in the sense that for all a ∈ A and
for all subsets B ⊆ A:

(Distributivity)
k

b ∈B

(a ` b) = a ` (
k

b ∈B

b)
k

b ∈B

(b ` a) = (
k

b ∈B

b) ` a

4. Negation of the meet of set is equal to the join of the set of negated elements, in the sense that
for all subsets A ⊆ A:

(Commutation) ¬
k

a∈A

a =
j

a∈A

¬a

y

As in the case of implicative structures, the commutation laws imply the value of the internal laws
when applied to the maximal element >:

Proposition 11.14. If (A,4,`,¬) is a disjunctive structure, then the following hold for all a ∈ A:

1.• >` a = > 2.• a ` > = > 3.• ¬> = ⊥

Proof. Using Proposition 9.4 and the axioms of disjunctive structures, we prove:

1. for all a ∈ A, >` a = (
c
∅) ` a =

c
x,a∈A {x ` a : x ∈ ∅} =

c
∅ = >

2. for all a ∈ A, a ` > = a ` (
c
∅) =

c
x,a∈A {a ` x : x ∈ ∅} =

c
∅ = >

3. ¬> = ¬(
c
∅) =

b
x ∈A {¬x : x ∈ ∅} =

b
∅ = ⊥

�
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11.2. DISJUNCTIVE STRUCTURES

11.2.2 Examples of disjunctive structures

11.2.2.1 Dummy structure

Example• 11.15 (Dummy disjunctive structure). Given a complete la�ice (L,4), the following de�-
nitions give rise to a dummy structure that ful�lls the axioms of De�nition 11.13:

a ` b , > ¬a , ⊥ (∀a,b ∈ A)

�e veri�cation of the di�erent axioms is straightforward. y

11.2.2.2 Complete Boolean algebra

Example• 11.16 (Complete Boolean algebras). Let B be a complete Boolean algebra. It encompasses
a disjunctive structure, that is de�ned by:

• A , B
• a 4 b , a 4 b

• a ` b , a ∨ b (∀a,b ∈ A)

• ¬a , ¬a

�e di�erent axioms are direct consequences of Proposition 9.7. y

11.2.3 Disjunctive structure of classical realizability

If we abstract the structure of the realizability interpretation of L̀ (see Section 11.1.3), it is a structure
of the form (T0,E0,V0, (·, ·),[·],⊥⊥) whereV0 ⊆ E0 is the distinguished subset of (positive) values, (·, ·)
is a binary map from E2

0 to E0 (whose restriction toV0 has values inV0), [·] is an operation from T0 to
V0, and ⊥⊥ ⊆ T0 × E0 is a relation4. From this sextuple, we can de�ne:

• A , P (V0) • a ` b , (a,b) = {(V1,V2) : V1 ∈ a ∧V2 ∈ b}

• a 4 b , a ⊇ b • ¬a , [a⊥⊥] = {[t] : t ∈ a⊥⊥} (∀a,b ∈ A)

Proposition 11.17. �e quadruple (A,4,`,¬) is a disjunctive structure.

Proof. We show that the axioms of De�nition 11.13 are satis�ed.
1. (Contravariance) Let a,a′ ∈ A, such that a 4 a′ ie a′ ⊆ a. �en a⊥⊥ ⊆ a′⊥⊥ and thus

¬a = {[t] : t ∈ a⊥⊥} ⊆ {[t] : t ∈ a′⊥⊥} = ¬a′

i.e. ¬a′ 4 ¬a.
2. (Covariance) Let a,a′,b,b ′ ∈ A such that a′ ⊆ a and b ′ ⊆ b. �en we have

a ` b = {(V1,V2) : V1 ∈ a ∧V2 ∈ b} ⊆ {(V1,V2) : V1 ∈ a
′ ∧V2 ∈ b

′} = a′ ` b ′

i.e. a ` b 4 a′ ` b ′.
3. (Distributivity) Let a ∈ A and B ⊆ A, we have:

k

b ∈B

(a ` b) =
k

b ∈B

{(V1,V2) : V1 ∈ a ∧ e2 ∈ b} = {(V1,V2) : V1 ∈ a ∧V2 ∈
k

b ∈B

b} = a ` (
k

b ∈B

b)

4. (Commutation) Let B ⊆ A, we have (recall that
b

b ∈B b =
⋂

b ∈B b):
j

b ∈B

(¬b) =
j

b ∈B

{[t] : t ∈ b⊥⊥} = {[t] : t ∈
j

b ∈B

b⊥⊥} = {[t] : t ∈ (
k

b ∈B

b)⊥⊥} = ¬(
k

b ∈B

b)

�

Remark 11.18. �e same de�nitions taking A , P (E0) instead of P (V0) also satisfy the same prop-
erties. y

4We could also abstract the di�erent properties axiomatizing the pole and the di�erent sets to obtain some kind of “abstract
L̀ structure”, but there is no point in doing this, since it would be less general than the notion of disjunctive structure anyway.
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CHAPTER 11. DISJUNCTIVE ALGEBRAS

11.2.4 Interpreting L̀

Following the interpretation of the λ-calculus in implicative structures, we shall now see how L̀ com-
mands can be recovered from disjunctive structures. From now on, we assume given a disjunctive
structure (A,4,`,¬).
11.2.4.1 Commands

We shall begin with the interpretation of commands. �is poses a novel di�culty with respect to the
de�nition of λ-terms in implicative structures. Indeed, we are looking for an interpretation of terms and
contexts, that is to say for both the realizers and the opponents (while in implicative structures we only
interpreted realizers). �erefore, we �rst need to understand what it means for a command (in terms of
the disjunctive structure) to be well-formed, i.e. to be in the pole. For this, we follow the intuition of the
passage from a KOCA to an AKS (see Proposition 9.34). �is translation indeed de�nes the embedding
of a one-sided structure (the KOCA, with a set A of combinators) to a two-sided structure (the AKS,
with a set Λ of realizers and a set Π of opponents). �e induced AKS is indeed de�ned with the same
domain for terms and stacks Λ = Π = A. In this se�ing, the pole ⊥⊥ is simply de�ned as the order
relation on the KOCA: a term t ∈ Λ is orthogonal to a stack π ∈ Π if t 4 π . �is de�nition is in
accordance with the intuition that the order re�ect the quantity of information that a term (resp. stack,
formula, etc…) carries: if the term t can defeat its opponent π , i.e. if t ? π ∈ ⊥⊥, it means indeed that t
is more de�ned than π .

We thus de�ne the commands of the disjunctive structureA as the pair (a,b) (which we continue to
write 〈a ||b〉) with a,b ∈ A, and we de�ne the pole ⊥⊥ as the ordering relation4. We write CA = A×A
for the set of commands in A and (a,b) ∈ ⊥⊥ for a 4 b. Besides, we de�ne an ordering on commands
which extends the intuition that the order re�ect the “de�nedness” of objects: given two commands
c,c ′ in CA , we say that c is lower than c ′ and we write c E c ′ if c ∈ ⊥⊥ implies that c ′ ∈ ⊥⊥. It is
straightforward to check that:

Proposition• 11.19. �e relation E is a preorder.

Besides, the relation E veri�es the following property of variance with respect to the order 4:

Proposition• 11.20 (Commands ordering). For all t ,t ′,π ,π ′ ∈ A, if t 4 t ′ and π ′ 4 π , then 〈t ||π 〉 E
〈t ′ ||π ′〉.

Proof. Trivial by transitivity of 4. �

Finally, it is worth noting that meets are covariant with respect to E and 4, while joins are con-
travariant:

Lemma• 11.21. If c and c ′ are two functions associating to each a ∈ A the commands c (a) and c ′(a) such
that c (a) E c ′(a), then we have:

k

a∈A

{a : c (a) ∈ ⊥⊥} 4
k

a∈A

{a : c ′(a) ∈ ⊥⊥}
j

a∈A

{a : c ′(a) ∈ ⊥⊥} 4
j

a∈A

{a : c (a) ∈ ⊥⊥}

Proof. Assume c,c ′ are such that for all a ∈ A, ca E c ′a. �en it is clear that by de�nition we have the
inclusion {a ∈ A : c (a) ∈ ⊥⊥} ⊆ {a ∈ A : c ′(a) ∈ ⊥⊥}, whence the expected results. �

11.2.4.2 Contexts

We are now ready to de�ne the interpretation of L̀ contexts in the disjunctive structureA. �e inter-
pretation for the contexts corresponding to the connectives is very natural:
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11.2. DISJUNCTIVE STRUCTURES

De�nition• 11.22 (Pairing). For all a,b ∈ A, we let (a,b) , a ` b. y

De�nition• 11.23 (Boxing). For all a ∈ A, we let [a] , ¬a. y

Note that with these de�nitions, the encodings of pairs and boxes directly inherit of the properties
of the internal law ` and ¬ in disjunctive structures. As for the binder µx .c , which we write µ̃+c , it
should be de�ned in such a way that if c is a function mapping each a ∈ A to a command c (a) ∈ CA ,
then µ+.c should be “compatible” with any a such that c (a) is well-formed (i.e. c (a) ∈ ⊥⊥). As it belongs
to the side of opponents, the “compatibility” means that it should be greater than any such a, and we
thus de�ne it as a join.

De�nition• 11.24 (µ+). For all c : A → CA , we de�ne:

µ+.c :=
j

a∈A

{a : c (a) ∈ ⊥⊥}
y

�ese de�nitions enjoy the following properties with respect to the β-reduction and theη-expansion
(compare with Proposition 10.17):

Proposition 11.25 (Properties of µ+). For all functions c,c ′ : A → CA , the following hold:

1.• If for all a ∈ A, c (a) E c ′(a), then µ+.c ′ 4 µ+.c (Variance)

2.• For all t ∈ A, then 〈t ||µ+.c〉E c (t ) (β-reduction)

3.• For all e ∈ A, then t = µ+.(a 7→ 〈a ||e〉) (η-expansion)

Proof. 1. Direct consequence of Proposition 11.21.
2,3. Trivial by de�nition of µ+.

�

Remark 11.26 (Subject reduction). �e β-reduction c →β c
′ is re�ected by the ordering relation cEc ′,

which reads “if c is well-formed, then so is c ′”. In other words, this corresponds to the usual property of
subject reduction. In the sequel, we will see that β-reduction rules of L̀ will always been re�ected in
this way through the embedding in disjunctive structures. y

11.2.4.3 Terms

Dually to the de�nitions of (positive) contexts µ+ as a join, we de�ne the embedding of (negative) terms,
which are all binders, by arbitrary meets:

De�nition• 11.27 (µ−). For all c : A → CA , we de�ne:

µ−.c :=
k

a∈A

{a : c (a) ∈ ⊥⊥}
y

De�nition• 11.28 (µ ()c). For all c : A2 → CA , we de�ne:

µ () .c :=
k

a,b ∈A

{a ` b : c (a,b) ∈ ⊥⊥}

y

De�nition• 11.29 (µ[]). For all c : A → CA , we de�ne:

µ[].c :=
k

a∈A

{¬a : c (a) ∈ ⊥⊥}
y
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CHAPTER 11. DISJUNCTIVE ALGEBRAS

�ese de�nitions also satisfy some variance properties with respect to the preorderE and the order
relation 4, namely, negative binders for variable ranging over positive contexts are covariant, while
negative binders intended to catch negative terms are contravariant.

Proposition 11.30 (Variance). For any functions c,c ′ with the corresponding arities, the following hold:

1.• If c (a) E c ′(a) for all a ∈ A, then µ−.c 4 µ−.c ′

2.• If c (a,b) E c ′(a,b) for all a,b ∈ A, then µ () .c 4 µ () .c ′

3.• If c (a) E c ′(a) for all a ∈ A, then µ[].c ′ 4 µ[].c

Proof. Direct consequences of Proposition 11.21. �

�e η-expansion is also re�ected as usual by the ordering relation 4:

Proposition 11.31 (η-expansion). For all t ∈ A, the following holds:

1.• t = µ−.(a 7→ 〈t ||a〉)

2.• t 4 µ () .(a,b 7→ 〈t ||(a,b)〉)

3.• t 4 µ[].(a 7→ 〈t ||[a]〉)

Proof. Trivial from the de�nitions. �

�e β-reduction is re�ected by the preorder E:

Proposition 11.32 (β-reduction). For all e,e1,e2,t ∈ A, the following holds:

1.• 〈µ−.c ||e〉E c (e )

2.• 〈µ () .c ||(e1,e2)〉E c (e1,e2)

3.• 〈µ[].c ||[t]〉E c (t )

Proof. Trivial from the de�nitions. �

Finally, we call a L̀ term with parameters in A (resp. context, command) any L̀ term (possibly)
enriched with constants taken in the set A. Commands with parameters are equipped with the same
rules of reduction as in L̀ , considering parameters as inert constants. To every closed L̀ term t (resp.
context e ,command c) we associate an element tA (resp. eA , cA) of A, de�ned by induction on the
structure of t as follows:

Contexts :
aA , a

(e1,e2)
A , (eA1 ,e

A
2 )

[t]A , [tA]
(µx .c )A , µ− (a 7→ (c[x := a])A )

Terms :
aA , a

(µα .c )A , µ− (a 7→ (c[α := a])A )
(µ (α1,α2).c )

A , µ () (a,b 7→ (c[α1 := a,α2 := b])A )
(µ[x].c )A , µ[] (a 7→ (c[x := a])A )

Commands: 〈t ||e〉A , 〈tA ||eA〉)

In particular, this de�nition has the nice property of making the pole ⊥⊥ (i.e. the order relation 4)
closed under anti-reduction, as re�ected by the following property of E:

Proposition 11.33 (Subject reduction). For any closed commands c1,c2 of L̀ , if c1 →β c2 then cA1 Ec
A
2 ,

i.e. if cA1 belongs to ⊥⊥ then so does cA2 .

Proof. Direct consequence of Propositions 11.25 and 12.22. �
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11.2. DISJUNCTIVE STRUCTURES

11.2.5 Adequacy

We shall now prove that the interpretation of L̀ is adequate with respect to its type system. Again, we
extend the syntax of formulas to de�ne second-order formulas with parameters by:

A,B ::= a | X | ¬A | A` B | ∀X .A (a ∈ A)

�is allows us to embed closed formulas with parameters into the disjunctive structureA. �e embed-
ding is trivially de�ned by:

aA , a

(¬A)A , ¬AA

(A` B)A , AA ` BA

(∀X .A)A ,
c

a∈A (A{X := a})A

(if a ∈ A)

As for the adequacy of the interpretation for the second-order λc -calculus, we de�ne substitutions,
which we write σ , as functions mapping variables (of terms, contexts and types) to element of A:

σ ::= ε | σ [x 7→ a] | σ [α 7→ a] | σ [X 7→ a] (a ∈ A, x ,X variables)

In the spirit of the proof of adequacy in classical realizability, we say that a substitution σ realizes a
typing context Γ, which write σ  Γ, if for all bindings (x : A) ∈ Γ we have σ (x ) 4 (A[σ ])A . Dually,
we say that σ realizes ∆ if for all bindings (α : A) ∈ ∆ , we have σ (α ) < (A[σ ])A . We can now prove

�eorem 11.34 (Adequacy). �e typing rules of L̀ (Figure 11.1) are adequate with respect to the inter-
pretation of terms (contexts,commands) and formulas. Indeed, for all contexts Γ,∆, for all formulas with
parameters A then for all substitutions σ such that σ  Γ and σ  ∆, we have:

1. for any term t , if Γ ` t : A | ∆, then (t[σ ])A 4 A[σ ]A ;

2. for any context e , if Γ | e : A ` ∆, then (e[σ ])A < A[σ ]A ;

3. for any command c , if c : (Γ ` ∆), then (c[σ ])A ∈ ⊥⊥.

Proof. By induction over the typing derivations.

• Case (Cut). Assume that we have:

Γ ` t : A | ∆ Γ | e : A ` ∆
〈t ||e〉 : Γ ` ∆ (Cut)

By induction hypotheses, we have (t[σ ])A 4 A[σ ]A and (e[σ ])A < A[σ ]A . By transitivity of the
relation 4, we deduce that (t[σ ])A 4 (e[σ ])A , so that (〈t ||e〉[σ ])A ∈ ⊥⊥.

• Case (` ax ). Straightforward, since if (x : A) ∈ Γ, then (x[σ ])A 4 (A[σ ])A . �e case (ax `) is
identical.

• Case (` µ). Assume that we have:

c : Γ ` ∆,α : A
Γ ` µα .c : A | ∆

(`µ )

By induction hypothesis, we have that (c[σ ,α 7→ (A[σ ])A])A ∈ ⊥⊥. �en, by de�nition we have:

((µα .c )[σ ])A = (µα .(c[σ ]))A =
k

b ∈A

{b : (c[σ ,α 7→ b])A ∈ ⊥⊥} 4 (A[σ ])A
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• Case (µ `). Similarly, assume that we have:

c : Γ,x : A ` ∆
Γ | µx .c : A ` ∆

(µ `)

By induction hypothesis, we have that (c[σ ,x 7→ (A[σ ])A])A ∈ ⊥⊥. �erefore, we have:

((µx .c )[σ ])A = (µx .(c[σ ]))A =
j

b ∈A

{b : (c[σ ,x 7→ b])A ∈ ⊥⊥} < (A[σ ])A .

• Case (` `). Assume that we have:

Γ | e1 : A1 ` ∆ Γ | e2 : A2 ` ∆

Γ | (e1,e2) : A1 `A2 ` ∆
(` `)

By induction hypotheses, we have that (e1[σ ])A < (A1[σ ])A and (e2[σ ])A < (A2[σ ])A . �erefore, by
monotonicity of the ` operator, we have:

((e1,e2)[σ ])A = (e1[σ ],e2[σ ])A = (e1[σ ])A ` (e2[σ ])A < (A1[σ ])A ` (A2[σ ])A .

• Case (` `). Assume that we have:

c : Γ ` ∆,α1 : A1,α2 : A2
Γ ` µ (α1,α2).c : A1 `A2 | ∆

(``)

By induction hypothesis, we get that (c[σ ,α1 7→ (A1[σ ])A ,α2 7→ (A2[σ ])A])A ∈ ⊥⊥. �en by de�nition
we have

((µ (α1,α2).c )[σ ])A =
k

a,b ∈A

{a ` b : (c[σ ,α1 7→ a,α2 7→ b])A ∈ ⊥⊥} 4 (A1[σ ])A ` (A2[σ ])A .

• Case (¬ `). Assume that we have:

Γ ` t : A | ∆
Γ | [t] : ¬A ` ∆

(¬ `)

By induction hypothesis, we have that (t[σ ])A 4 (A[σ ])A . �en by de�nition of [ ]A and covariance
of the ¬ operator, we have:

([t[σ ]])A = ¬(t[σ ])A < ¬(A[σ ])A .

• Case (` ¬). Assume that we have:

c : Γ,x : A ` ∆
Γ ` µ[x].c : ¬A | ∆

(`¬)

By induction hypothesis, we have that (c[σ ,x 7→ (A[σ ])A])A ∈ ⊥⊥. �erefore, we have:

((µ[x].c )[σ ])A = (µ[x].(c[σ ]))A =
k

b ∈A

{¬b : (c[σ ,x 7→ b])A ∈ ⊥⊥} 4 ¬(A[σ ])A .

• Case (∀ `) . Assume that we have:

Γ ` e : A{X := B} | ∆
Γ | e : ∀X .A ` ∆ (∀`)

By induction hypothesis, we have that (e[σ ])A < ((A{X := B})[σ ])A = (A[σ ,X 7→ (B[σ ])A])A .
�erefore, we have that (e[σ ])A < (A[σ ,X 7→ (B[σ ])A])A <

c
b ∈A {A{X := b}[σ ]A }.

296



11.3. FROM DISJUNCTIVE TO IMPLICATIVE STRUCTURES

• Case (` ∀) . Similarly, assume that we have:

Γ ` t : A | ∆ X < FV (Γ,∆)

Γ ` t : ∀X .A (`∀)

By induction hypothesis, we have that (t[σ ])A 4 (A[σ ,X 7→ b])A for any b ∈ A. �erefore, we have
that (t[σ ])A 4

c
b ∈A (A{X := b}[σ ]A ). �

11.3 From disjunctive to implicative structures

11.3.1 �e induced implicative structure

Recall that the implication is de�ned in terms of the disjunction and the negation by:

a →̀ b , ¬a ` b

�is de�nition can be re�ected at the level of disjunctive structures in the sense that it directly
induces an implicative structure:

Proposition• 11.35. If (A,4,`,¬) is a disjunctive structure, then (A,4,→̀) is an implicative structure.

Proof. We need to show that the de�nition of the arrow ful�lls the expected axioms:

1. (Variance) Let a,b,a′,b ′ ∈ A be such that a′ 4 a and b 4 b ′, then we have:

a →̀ b = ¬a ` b 4 ¬a′ ` b ′ = a′ →̀ b ′

since ¬a 4 ¬a′ by contra-variance of the negation and b 4 b ′.
2. (Distributivity) Let a ∈ A and B ⊆ A, then we have:

k

b ∈B

(a →̀ b) =
k

b ∈B

(¬a ` b) = ¬a ` (
k

b ∈B

b) = a →̀ (
k

b ∈B

b)

by distributivity of the in�mum over the disjunction.

�

�erefore, we can again de�ne for all a,b of A the application ab as well as the abstraction λ f for
any function f from A to A;

ab ,
k
{c ∈ A : a 4 b →̀ c} λ f ,

k

a∈A

(a →̀ f a)

We get for free the properties of these encodings in implicative structures:

Proposition 10.15 (Properties of abstraction and application). �e following properties hold for all
a,a′,b,b ′,c ∈ A and for all f ,д : A → A,

1.• If a 4 a′ and b 4 b ′, then ab 4 a′b ′. (Monotonicity of application)

2.• If f (a) 4 д(a) for all a ∈ A, then λ f 4 λд. (Monotonicity of abstraction)

3.• (λ f )a 4 f a. (β-reduction)

4.• a 4 λ(x 7→ ax ). (η-expansion)

5.• If ab 4 c then a 4 b →̀ c . (Adjunction)
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11.3.2 Interpretation of the λ-calculus

Up to this point, we de�ned two ways of interpreting a λ-term into a disjunctive structures, either
through the implicative structure which is induced by the disjunctive one, or by embedding into the
L̀ -calculus which is then interpreted within the disjunctive structure. As a sanity check, we verify that
both coincide.
Lemma• 11.36. �e shorthand µ ([x],α ).c is interpreted in A by:

(µ ([x],α ).c )A =
k

a,b ∈A

{(¬a) ` b : c[x := a,α := b] ∈4}

Proof.

µ ([x],α ).c )A = (µ (x0,α ).〈µ[x].c ||x0〉)
A

=
k

a′,b ∈A

{a′ ` b : (〈µ[x].c[α := b]||a′〉)A ∈4}

=
k

a′,b ∈A

{a′ ` b : (
k

a∈A

{¬a : cA[x := a,α := b] ∈4} 4 a′}

=
k

a,b ∈A

{(¬a) ` b : cA[x := a,α := b] ∈4}

�

Proposition 11.37 (λ-calculus). LetA` = (A,4,`,¬) be a disjunctive structure, andA→ = (A,4,→̀)
the implicative structure it canonically de�nes, we write ι for the corresponding inclusion. Let t be a closed
λ-term (with parameter in A), and ~t� his embedding in L̀ . �en we have

ι (tA
→

) = ~t�A
`

where tA
→

(resp. tA
`

) is the interpretation of t within A→ (resp. A`).

In other words, this proposition expresses the fact that the following diagram commutes:

λ-calculus L̀

(A→,4,→) (A`,4,`,¬)

~ �

[ ]A→ [ ]A`

ι

Proof. By induction over the structure of terms.

• Case a for some a ∈ A`. �is case is trivial as both terms are equal to a.

• Case λx .u. We have ~λx .u� = µ ([x],α ).〈~t� ||α〉 and

(µ ([x],α ).〈~t� ||α〉)A`
=

k

a,b ∈A

{¬a ` b : (~t[x := a]�A`
,b) ∈ ⊥⊥}

=
k

a,b ∈A

{¬a ` b : ~t[x := a]�A`
4 b}

=
k

a∈A

(¬a ` ~t[x := a]�A`
)
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On the other hand,

ι ([λx .t]A→ ) = ι (
k

a∈A

(a →̀ (t[x := a])A→ )) =
k

a∈A

(¬a ` ι (t[x := a]A→ ))

Both terms are equal since ~t[x := a]�A`
= ι (t[x := a])A→ ) by induction hypothesis.

• Case uv .
On the one hand, we have ~uv� = µ (α ).〈~u� ||([~v�],α )〉 and

(µ (α ).〈~u� ||([~v�],α )〉)A`
=

k

a∈A

{a : (~u�A`
, (¬~v�A

` ` a)) ∈ ⊥⊥}

=
k

a∈A

{a : ~u�A`
4 (¬~v�A

` ` a)}

On the other hand,

ι ([uv]A→ ) = ι (
k

a∈A

{a : (uA→ ) 4 (vA
→

) →̀ a}) =
k

a∈A

{a : ι (uA→ ) 4 ¬(ι (vA→ ) ` a}))

Both terms are equal since ~u�A`
= ι (uA

→

) and ~v�A`
= ι (vA

→

) by induction hypotheses. �

11.4 Disjunctive algebras

11.4.1 Separation in disjunctive structures

We shall now introduce the notion of disjunctive separator. To this purpose, we adapt the de�nition of
implicative separators, using Bourbaki’s axioms for the disjunction and the negation instead of Hilbert’s
combinators s and k. We recall these axioms, which are taken from [22, p.25], to which we added the
��h one:

S1 : (A ∨A) → A
S2 : A→ (A ∨ B)
S3 : (A ∨ B) → (B ∨A)
S4 : (A→ B) → ((C ∨A) → (C ∨ B))
S5 : (A ∨ (B ∨C )) → ((A ∨ B) ∨C )

Remark 11.38 (About S5). �e last axiom will mostly be used to swap the premises of an arrow from
A→ B → C to B → A→ C . In his book, Bourbaki does not need such an operation since he is interested
in the provability of such an arrow, for which he can introduceA and B as hypotheses and try to proveC
using these hypotheses in an arbitrary order. �erefore, the order of the premises is somehow irrelevant
in his approach. On the opposite, we shall now contemplate the notion of separation (just like in the
previous chapter). Typically, we will have to determine whether an element a → b belongs to a given
separator, which is di�erent from determining if b belongs to the separator knowing that a is in it. In
this sense, we are facing a situation which is di�erent from Bourbaki’s se�ing.

Besides, viewed as a combinator, the ��h axiom is clearly independent from the others: it is the
only one that allows us to decompose the operand of a disjunction as a disjunction itself (S1-S4 only
consider premises/conclusions of the form A, A∨ B or (¬A) ∨ B). Even though this informal argument
could appear as not enough convincing, we believe that the question of knowing whether S5 is an axiom
properly speaking is not of big interest here. If it is, then there is no point in considering the stronger
notion of (non-associative) disjunctive algebra since all the realizability algebras are associative. If it is
not, this simply means that there is a way to compile the corresponding combinator thanks to the �rst
four, just like i can be retrieved by skk in implicative algebras. y
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Let (A,4,`,¬) be a �xed disjunctive structure. We thus de�ne the combinators that canonically
correspond to the previous axioms:

s`1 ,
c

a∈A [(a ` a) → a]
s`2 ,

c
a,b ∈A [a → (a ` b)]

s`3 ,
c

a,b ∈A [(a ` b) → b ` a]
s`4 ,

c
a,b,c ∈A [(a → b) → (c ` a) → (c ` b)]

s`5 ,
c

a,b,c ∈A [(a ` (b ` c )) → ((a ` b) ` c )]

Separators for A are de�ned similarly to the separators for implicative structures, replacing the com-
binators k,s and cc by the previous ones.

De�nition• 11.39 (Separator). We call separator for the disjunctive structure A any subset S ⊆ A
that ful�lls the following conditions for all a,b ∈ A:

(1) If a ∈ S and a 4 b then b ∈ S (upward closure)

(2) s1,s2,s3,s4 and s5 are in S (combinators)

(3) If a → b ∈ S and a ∈ S then b ∈ S (closure under modus ponens)

A separator S is said to be consistent if ⊥ < S. y

Remark• 11.40 (Alternative de�nition). As for implicative structures (Remark 10.29), in presence of
condition (1), condition (3) is equivalent to the following condition:

(3’) If a ∈ S and b ∈ S then ab ∈ S (closure under application)

�e proof is exactly the same:

• (3) ⇒(3’): If a ∈ S and b ∈ S, since a 4 b → ab (Section 11.3.1) by upward closure we have
b → ab ∈ S, and thus ab ∈ S by modus ponens .

• (3’)⇒(3): If a ∈ S and a → b ∈ S, then (a → b)a ∈ S by closure under application. Since
(a → b)a 4 b (Section 11.3.1) by upward closure we conclude that b ∈ S.

y

De�nition• 11.41 (Disjunctive algebra). We call disjunctive algebra the given of a disjunctive structure
(A,4,`,¬) together with a separator S ⊆ A. A disjunctive algebra is said to be consistent if its
separator is. y

Remark 11.42. �e reader may notice that in this chapter, we do not distinguish between classical
and intuitionistic separators. Indeed, L̀ and the corresponding fragment of the sequent calculus are
intrinsically classical. As we shall see therea�er, so are the disjunctive algebras: the negation is always
involutive modulo the equivalence �S (Proposition 11.58). y

Example• 11.43 (Complete Boolean algebras). Once again, if B is a complete Boolean algebra, B
induces a disjunctive structure in which it is easy to verify that the combinators s`1 ,s`3 ,s`3 ,s`4 and s`5
are equal to the maximal element >. �erefore, the singleton {>} is a valid separator for the induced
disjunctive structure and any non-degenerated complete Boolean algebras thus induces a consistent
disjunctive algebra. In fact, the �lters for B are exactly its separators. y
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11.4.2 Disjunctive algebra from classical realizability

Recall that any model of classical realizability based on the L̀ -calculus induces a disjunctive structure,
where:

• A , P (V0) • a ` b , (a,b) = {(e1,e2) : e1 ∈ a ∧ e2 ∈ b}

• a 4 b , a ⊇ b • ¬a , [a⊥⊥] = {[v] : v ∈ a⊥⊥} (∀a,b ∈ A)

As in the implicative case, the set of formulas realized by a closed term5, that is to say:

S⊥⊥ , {a ∈ P (V
+

0 ) : a⊥⊥ ∩ T0 , ∅}

de�nes a valid separator. �e conditions (1) and (3) are clearly veri�ed (for the same reasons as in the
implicative case), but we should verify that the formulas corresponding to the combinators are indeed
realized.

Let us then consider the following closed terms:

PS1 , µ ([x],α ).〈x ||(α ,α )〉
PS2 , µ ([x],α ).〈µ (α1,α2).〈x ||α1〉||α〉

PS3 , µ ([x],α ).〈µ (α1,α2).〈x ||(α2,α1)〉||α〉

PS4 , µ ([x],α ).〈µ ([y],β ).〈µ (γ ,δ ).〈y ||(γ ,µz.〈x ||([z],δ )〉〉||β〉||α〉
PS5 , µ ([x],α ).〈µ (β ,α3).〈µ (α1,α2).〈x ||(α1, (α2,α3))〉||β〉||α〉

Proposition 11.44. �e previous terms have the following types in L̀ :

1. ` PS1 : ∀A.(A`A) → A |

2. ` PS2 : ∀AB.A→ A` B |

3. ` PS3 : ∀AB.A` B → B `A |

4. ` PS4 : ∀ABC .(A→ B) → (C `A→ C ` B) |

5. ` PS5 : ∀ABC .(A` (B `C )) → ((A` B) `C ) |

Proof. Straightforward typing derivations in L̀ . �

We deduce that S⊥⊥ is a valid separator:

Proposition 11.45. �e quintuple (P (V0),4,`,¬,S⊥⊥) as de�ned above is a disjunctive algebra.

Proof. Conditions (1) and (3) are trivial. Condition (2) follows from the previous proposition and the
adequacy lemma for the realizability interpretation of L̀ (Proposition 11.10). �

11.4.3 About the combinators

�e interpretations of the terms PS1,PS2,PS3 and PS5 are equal to their principal types.

Proposition• 11.46. We have:

(PS1)
A =

k

a∈A

((a ` a) → a)

5As in the λµµ̃-calculus (see Section 4.4.5), proof-like terms in L̀ simply correspond to closed terms.
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Proof. By de�nition, we have:

(PS1)
A = (µ ([x],α ).〈x ||(α ,α )〉)A =

k

α ,x ∈A

{x → α : x 4 (α ` α )}

Let α ,x be elements of A such that x 4 α ` α . �en by covariance of the arrow and de�nition of the
meet, we deduce that: k

a∈A

{(a ` a) → a} 4 (α ` α ) → α 4 x → α

and this being true for any α ,x ∈ A, we obtain:
k

a∈A

{(a ` a) → a} 4
k

α ,x ∈A

{x → α : x 4 (α ` α )} = (PS1)
A

�e converse inequality can be proved the same way, or can be directly deduced using Proposition 12.29
and the adequacy L̀ typing rules (Proposition 11.34). �

Proposition• 11.47. We have:
(PS2)

A =
k

a,b ∈A

(a → a ` b)

Proof. By de�nition, we have:

(PS2)
A = (µ ([x],α ).〈µ (α1,α2).〈x ||α1〉||α〉)

A =
k

α ,x ∈A

{x → α :
k

α1,α2∈A

{α1 ` α2 : x 4 α1} 4 α }

Using the distributivity of meets over the disjunction, one observe that for any �xed a:
k

α1,α2∈A

{α1 ` α2 : x 4 α1} =
( k

α1∈A

{α1 : x 4 α1}
) ` ( k

α2∈A

{α2}
)
= x ` ⊥

�erefore, we can directly prove that:

(PS2)
A =

k

α ,x ∈A

{x → α : x ` ⊥ 4 α } =
k

α ,x ∈A

{x → x ` ⊥} = k

a,b ∈A

{a → (a ` b)}

�

Proposition• 11.48. We have:

(PS3)
A =

k

a,b ∈A

(a ` b → b ` a)

Proof. We want to prove the inequality from right to le�, the other one being a consequence of semantic
typing. By de�nition, we have:

(PS3)
A = (µ ([x],α ).〈µ (α1,α2).〈x ||(α2,α1)〉||α〉)

A =
k

α ,x ∈A

{
x → α :

k

α1,α2∈A

{α1 ` α2 : x 4 α2 ` α1} 4 α
}

Let α ,x be elements of A such that
c
α1,α2∈A

{α1 ` α2 : x 4 α2 ` α1} 4 α . Using the variance of the
arrow we obtain that:

x →
k

α1,α2∈A

{α1 ` α2 : x 4 α2 ` α1} 4 x → α

302

https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.LPar.html#PS2_lpar
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.LPar.html#PS3_lpar


11.4. DISJUNCTIVE ALGEBRAS

Using the commutation of meet and par, we have:

x →
k

α1,α2∈A

{α1 ` α2 : x 4 α2 ` α1} =
k

α1,α2∈A

{x → α1 ` α2 : x 4 α2 ` α1}

Let then α1,α2 be elements of A such that x 4 α2 ` α1, using the variance of the arrow, we deduce
that: k

a,b ∈A

(a ` b → b ` a) 4 α1 ` α2 → α2 ` α1 4 x → α2 ` α1

Recollecting the pieces, we deduce (by introduction of the meet over α1,α2) that:
k

a,b ∈A

(a ` b → b ` a) 4 x →
k

α1,α2∈A

{α1 ` α2 : x 4 α2 ` α1} 4 x → α

and �nally (by introduction of the meet over α ,x ) that:
k

a,b ∈A

(a ` b → b ` a) 4
k

α ,x ∈A

{
x → α :

k

α1,α2∈A

{α1 ` α2 : x 4 α2 ` α1} 4 α
}
= (PS3)

A

�

Proposition• 11.49. We have:

(PS5)
A =

k

a,b,c ∈A

((a ` (b ` c )) → ((a ` b) ` c )

Proof. Once more, we only want to prove the inequality from right to le�, the other one being a con-
sequence of semantic typing. By de�nition, we have:

(PS5)
A = (µ ([x],α ).〈µ (β ,α3).〈µ (α1,α2).〈x ||(α1, (α2,α3))〉||β〉||α〉)

A

=
c
α ,x ∈A

{
x → α :

c
β,α3∈A

{
β ` α3 :

c
α1,α2∈A

{α1 ` α2 : x 4 α1 ` (α2 ` α3)} 4 β
}
4 α

}
=

c
x,β,α3∈A

{
x → (β ` α3) :

c
α1,α2∈A

{α1 ` α2 : x 4 α1 ` (α2 ` α3)} 4 β
}

=
c

x,α3,α1,α2∈A
{x → (α1 ` α2) ` α3 : x 4 α1 ` (α2 ` α3)}

Let x ,α3,α1,α2 be elements of A such that x 4 α1 ` (α2 ` α3). Using the covariance of the arrow on
the le�, and by de�nition of meets, we get that:

k

a,b,c ∈A

((a ` (b ` c )) → ((a ` b) ` c ) 4 α1 ` (α2 ` α3) → (α1 ` α2) ` α3 4 x → (α1 ` α2) ` α3

�us, we can conclude (by introduction of the meet over x ,α3,α2,α1) that:
k

a,b,c ∈A

((a ` (b ` c )) → ((a ` b) ` c ) 4
k

x,α3,α1,α2∈A

{x → (α1 ` α2) ` α3 : x 4 α1 ` (α2 ` α3)} = (PS5)
A

�

Remark• 11.50. Before turning to the study of the internal logic of disjunctive algebras, we should
say a word on the missing equality for PS4 and s`4 . In contrast with the other four L̀ terms, PS4 makes
use of a context µx .c . �rough the embedding, this binder is translated into a join and we get:

PSA4 =
k

x,α ∈A

{x → α :
k

y,β ∈A

{y → β :
k

γ ,δ ∈A

{γ ` δ : y 4 γ ` j

z∈A

{z : x 4 z → δ }} 4 β } 4 α }
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By manipulation of the meets with their commutation, we can reduce it to:

PSA4 =
k

x,b,cA

{x → (c ` j

z∈A

{z : x 4 z → b}} → (c ` b)}

Nonetheless, this is a priori the best we can do, in the absence of commutation law for the join. In
particular, there is no way to prove that s`4 =

c
a,b,c ∈A ((a → b) → (c ` a) → (c ` b)) is lower than

this term, given a �xed x , there is no way to �nd two elements a and b such that x 4 a → b. Of course,
if the disjunctive algebra has extra commutations (of joins with the negation and the disjunction), the
equality holds, but in this case the disjunctive algebra is in fact a Boolean algebra. y

11.4.4 Internal logic

11.4.4.1 Entailment

As in the case of implicative algebras, we de�ne a relation of entailment:

De�nition• 11.51 (Entailment). For all a,b ∈ A, we say that a entails b and write a `S b if a → b ∈ S.
We say that a and b are equivalent and write a �S b if a `S b and b `S a. y

From the combinators, we directly get that:

Proposition 11.52 (Combinators). For all a,b,c ∈ A, the following holds:

1.• (a ` a) ` a

2.• a ` (a ` b)

3.• (a ` b) ` (b ` a)

4.• (a → b) ` (c ` a) → (c ` b)

5.• a ` (b ` c ) ` (a ` b) ` c

Proposition 11.53 (Preorder). For any a,b,c ∈ A, the following holds:

1.• a `S a (Re�exivity)

2.• if a `S b and b `S c then a `S c (Transitivity)

Proof. We �rst that (2) holds by applying twice the closure by modus ponens, then we use it with the
relation a `S a ` a and a ` a `S proven above to get 1. �

We could pursue our investigation about the properties of the entailment relation as we did in
implicative algebras. Unfortunately, in comparison with the implicative se�ing, we are lacking of a
powerful proof tool. Indeed, remember that for implicative algebras, we were able to compute directly
with truth values, mainly thanks to the fact that any separator contains all closed λ-terms. �is state-
ment was proven using the combinatorial completeness of the separators k and s with respect to the
λ-calculus. Here, we are in a situation drastically di�erent: �rst of all, we do not have any clue about
a potential completeness of PS1, ...,PS5 with respect to L̀ . And even if we were having such a result,
since PSA4 is not equal to s`4 , we still could not use it to prove that every closed L̀ term is in the
separator.

In a nutshell, we are in a situation where we have to do realizability with only a �nite set of realizers,
and the possibility of examining the structure of falsity values case by case. In particular, most of the
proof we present therea�er rely on technical lemmas requiring tedious and boring proofs. We shall skip
some details, taking advantage of our formalization which should help the reader to convince himself
that we are not hiding di�culties under the carpet. �e key lemma in this situation is the closure of
the separator under application (condition (3’)). Indeed, it allows us to prove the following technical
lemmas, which are generalized forms of modus ponens and transitivity, compatible with meets:

304

https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ParAlgebras.html#entails
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ParAlgebras.html#S1_p
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ParAlgebras.html#S2_p
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ParAlgebras.html#S3_p
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ParAlgebras.html#S4_p
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ParAlgebras.html#S5_p
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeAlgebras.html#ID
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.ImplicativeAlgebras.html#C6


11.4. DISJUNCTIVE ALGEBRAS

Lemma• 11.54 (Generalized modus ponens). For all subsets A,B ⊆ A, if
c

a∈A,b ∈B (a → b) ∈ S and
(
c

a∈A a) ∈ S, then (
c

b :B b) ∈ S.

Proof. Let A,B ⊆ A be two subsets ofA such that tab ,
c

a∈A,b ∈B (a → b) ∈ S and ta , (
c

a∈A a) ∈ S.
�en by closure under application, we have tabta ∈ S. Using the upward closure, it only remains to
prove that:

tabta 4 (
k

b :B
b)

which is an easy manipulation of meets using the adjunction. �

Lemma• 11.55 (Generalized transitivity). For any subsets A,B,C ⊆ A, if
c

a∈A,b ∈B (a → b) ∈ S andc
b ∈B,c ∈C (b → c ) ∈ S, then

c
a∈A,c ∈C (a → c ) ∈ S.

Proof. LetA,B,C ⊆ A be some �xed sets, such that tab ,
c

a∈A,b ∈B (a → b) ∈ S and tbc =
c

b ∈B,c ∈C (b →
c ) ∈ S. �en we have s`4 tab tbc ∈ S, and it su�ces to show that

s`4 tbc tab =
*.
,

k

a,b,c ∈A

(a → b) → (c ` a) → (c ` b)+/
-
tbc tab 4

k

a∈A,c ∈C

(a → c )

�is is proved again by a straightforward manipulation of the meets using the adjunction. �

As a corollary, we can for instance use the previous lemma to show that:

Proposition• 11.56 (i). We have IA =
c

a∈A (a → a) ∈ S.

Proof. Simple application of Lemma 11.55 to compose s`2 and s`1 . �

11.4.4.2 Negation

We can relate the primitive negation to the one induced by the underlying implicative structure:

Proposition 11.57 (Implicative negation). For all a ∈ A, the following holds:

1.• ¬a `S a → ⊥ 2.• a → ⊥ `S ¬a

Proof. We prove in both cases a slightly more general statement, namely that the meet over all a,b or
the corresponding implication belongs to the separator. �e �rst item follows directly from the fact
that s`2 belongs to the separator, since

c
a∈A (¬a) → (a → ⊥) =

c
a∈A (¬a) → (¬a ` ⊥).

For the second item, the �rst step is to apply Lemma 11.55 with the following hypotheses:
k

a∈A

((a → ⊥) → a → ¬a) ∈ S
k

a∈A

(a → ¬a) → ¬a ∈ S

�e statement on the le� hand-side is proved by subtyping from the identity. On the right hand-side,
we use twice Lemma 11.54 to prove that:

k

a∈A

(a → a) → (¬a → ¬a) → (a → ¬a) → ¬a ∈ S

�e two extra hypotheses are trivially subtypes of the identity again. �is statement follows from this
more general property (recall that a → a = ¬a ` a):

k

a,b ∈A

(a ` b) → a + b

that we shall prove therea�er (see Proposition 11.59). �
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CHAPTER 11. DISJUNCTIVE ALGEBRAS

Additionally, we can show that the principle of double negation elimination is valid with respect to
any separator:

Proposition 11.58 (Double negation). For all a ∈ A, the following holds:

1.• a `S ¬¬a 2.• ¬¬a `S a

Proof. �e �rst item is easy since for all a ∈ A, we have a → ¬¬a = (¬a)`¬¬a �S ¬¬a`¬a = ¬a →
¬a. As for the second item, we use Lemma 11.55 and Proposition 11.57 to it reduce to the statement:

k

a∈A

((¬a) → ⊥) → a ∈ S

We use again Lemma 11.55 to prove it, by showing that:
k

a∈A

((¬a) → ⊥) → (¬a) → a ∈ S
k

a∈A

((¬a) → a) → (¬a) → a ∈ S

where the statement on the le� hand-side from by subtyping from the identity. For the one on the right
hand-side, we use the same trick as in the last proof in order to reduce it to:

k

a∈A

(a → ¬a) → (a → a) → (¬a → a) → a) ∈ S

�

11.4.4.3 Sum type

As in implicative structures, we can de�ne the sum type by:

a + b ,
k

c ∈A

((a → c ) → (b → c ) → c ) (∀a,b ∈ A)

We can prove that the disjunction and this sum type are equivalent from the point of view of the
separator:

Proposition 11.59 (Implicative sum type). For all a,b ∈ A, the following holds:

1.• a ` b `S a + b 2.• a + b `S a ` b

Proof. We prove in both cases a slightly more general statement, namely that the meet over all a,b or
the corresponding implication belongs to the separator. For the �rst item, we have:

k

a,b ∈A

(a ` b) → a + b =
k

a,b,c ∈A

(a ` b) → (a → c ) → (b → c ) → c

Swapping the order of the arguments, we prove that
c

a,b,c ∈A (b → c ) → (a ` b) → (a → c ) → c ∈ S.
For this, we use Lemma 11.55 and the fact that:

k

a,b,c ∈A

(b → c ) → (a ` b) → (a ` c ) ∈ S
k

a,c ∈A

(a ` c ) → (a → c ) → c ∈ S

�e le� hand-side statement is proved using s`4 , while on the right hand-side we prove it from the fact
that: k

a,c ∈A

(a → c ) → (a ` c ) → c ` c ∈ S
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which is a subtype of s`4 , by using Lemma 11.55 again with s`1 and by manipulation on the order of the
argument.

�e second item is easier to prove, using Lemma 11.55 again and the fact that:
k

a,b ∈A

a + b → (a → (a ` b)) → (b → (a ` b)) → (a ` b) ∈ S

which is a subtype of IA (which belongs to S). �e other part, which is to prove that:
k

a,b ∈A

((a → (a ` b)) → (b → (a ` b)) → (a ` b)) → (a ` b) ∈ S

follows from Lemma 11.54 and the fact that
c

a,b ∈A (a → (a ` b)) and
c

a,b ∈A (b → (a ` b)) are both
in the separator.

�

11.4.5 Induced implicative algebras

We shall now prove that the combinators de�ning implicative separators also belong to any disjunctive
separator. Since conditions (1) and (3) of disjunctive and implicative separators are equal, this will in
particular prove that any disjunctive algebra is a particular case of implicative algebra.

Proposition• 11.60 (Combinator kA). For any disjunctive algebra (A,4,`,¬,S), we have kA ∈ S.

Proof. �is directly follows by upwards closure from the fact that
c

a,b ∈A a → (b ` a) ∈ S. �

Proposition• 11.61 (Combinator sA). For any disjunctive algebra (A,4,`,¬,S), we have sA ∈ S.

Proof. We make several applications of Lemmas 11.55 and 11.54 consecutively. We prove that:
k

a,b,c ∈A

((a → b → c ) → (a → b) → a → c ) ∈ S

is implied by Lemma 11.55 and:
k

a,b,c ∈A

((a → b → c ) → (b → a → c )) ∈ S and
k

a,b,c ∈A

((b → a → c ) → (a → b) → a → c ) ∈ S

�e statement on the le� hand-side is an ad-hoc lemma, while the other is proved by generalized tran-
sitivity (Lemma 11.54), using a subtype of s`4 as hypothesis, from:

k

a,b,c ∈A

((a → b) → (a → a → c )) → (a → b) → a → c ∈ S

�e la�er is proved, using again generalized transitivity with a subtype of s`4 as premise, from:
k

a,b,c ∈A

(a → a → c ) → (a → c ) ∈ S

�is is proved using again Lemmas 11.55 and 11.54 with s`5 and a variant of s`4 . �

Proposition• 11.62 (Combinator ccA). For any disjunctive algebra (A,4,`,¬,S), we have ccA ∈ S.
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Proof. We make several applications of Lemmas 11.55 and 11.54 consecutively. We prove that:
k

a,b ∈A

((a → b) → a) → a ∈ S

is implied by generalized modus ponens (Lemma 11.55) and:

and

c
a,b ∈A ((a → b) → a) → (¬a → a → b) → ¬a → a ∈ S

c
a,b ∈A ((¬a → a → b) → ¬a → a) → a ∈ S

�e statement above is a subtype of s`4 , while the other is proved, by Lemma 11.55, from:

and

c
a,b ∈A ((¬a → a → b) → ¬a → a) → ¬a → a ∈ S

c
a∈A ((¬a) → a) → a ∈ S

�e statement below is proved as in Proposition 11.58, while the statement above is proved by a variant
of the modus ponens and: k

a,b ∈A

(¬a → a → b) ∈ S

We conclude by proving this statement using the connections between ¬a and a → ⊥, reducing the
la�er to: k

a,b ∈A

(a → ⊥) → a → b ∈ S

which is a subtype of the identity. �

As a consequence, we get the expected theorem:

�eorem• 11.63. Any disjunctive algebra is a classical implicative algebra.

Proof. �e conditions of upward closure and closure under modus ponens coincide for implicative and
disjunctive separators, and the previous propositions show that k,s and cc belong to the separator of
any disjunctive algebra. �

Corollary 11.64. If t is a closed λ-term and (A,4,`,¬,S) a disjunctive algebra, then tA ∈ S.

11.4.6 From implicative to disjunctive algebras

On the converse direction, we could wonder whether it is possible to get a disjunctive algebra from
an implicative one. �e �rst step in this direction would be to de�ne a disjunctive structure from an
implicative structure, and to this end, the natural candidates for the disjunction and the negation are:

a ` b , a + b ¬a , a → ⊥

Indeed, we saw that in the implicative algebra underlying any disjunctive algebra (A,4,`,¬,S), we
had the equivalences a ` b �S a + b and ¬a �S a → ⊥ (Propositions 11.57 and 11.59).

However, there is no reason for the required laws of commutation:
k

b ∈B

(a + b) = a + (
k

b ∈B

b)
k

b ∈B

(b + a) = (
k

b ∈B

b) + a (
k

a∈A

a) → ⊥ =
j

a∈A

(a → ⊥)

to hold in an implicative structure. If we focus on the particular case of implicative algebras arising
from an abstract Krivine structure (or alternatively in any Krivine realizability model), the equality for
the negation holds, but the equalities for the sum type are not true in general. More precisely, they
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hold in the case were the arrow commutes with the joins, in which case we know that any separator on
such a structure will induce a forcing tripos. Nonetheless, in the case where these equalities hold, it is
easy to see that any implicative algebra induces a disjunctive algebra since the axioms s`1 ,s`2 ,s`3 ,s`4 ,s`5
are all realized by closed λ-terms. Writing ¬⊥a for a → ⊥, we have:

Proposition 11.65. If (A,4,→,S) is an implicative algebra and (A,4,+,¬⊥) is a disjunctive structure,
then (A,4,+,¬⊥,S) is a disjunctive algebra.

Proof. �e conditions of upward closure and closure under modus ponens coincide for implicative and
disjunctive separators, and �nding realizers for s`1 ,s`2 ,s`3 ,s`4 ,s`5 (with ` = +) is an easy exercise of
λ-calculus. �

In other words, implicative algebras which induce disjunctive algebras through6 + and · → ⊥ are
particular cases of implicative algebras satisfying extra properties of commutation.

11.5 Conclusion

Since any disjunctive algebra is a particular case of implicative algebra, it is clear that the construction
leading to the implicative tripos can be rephrased in this framework. In particular, the same criterion
allows us to determine whether the implicative tripos is isomorphic to a forcing tripos. Notably, a
disjunctive algebra with extra-commutations for the disjunction ` and the negation ¬ with arbitrary
joins will induce an implicative algebra where the arrow commutes with arbitrary joins. �erefore, the
induced tripos would collapse to a forcing situation (see Section 10.4.4.2).

Of course, we could reproduce the whole construction (that is studying the product of disjunctive
structures, then the quotient by the uniform separator, and verifying the necessary conditions for the
functor T : I 7→ AI /S[I ] to be a tripos) directly in the se�ing of disjunctive algebras. Nonetheless,
insofar as we are interested in the most general framework (and especially in existence of triposes which
are not isomorphic to forcing triposes), there is no point in doing this. Indeed, the main conclusion that
we draw from this chapter is the following slogan:

Implicative algebras are more general than disjunctive algebras.

In particular, even though we are still missing some properties which would be convenient to be
able to use disjunctive algebras in practice, the former slogan dissuades us to pursue in this direction.
Nonetheless, we should point out the main feature that is missing in our analysis of disjunctive algebras,
namely a computational completeness with respect to L̀ . We obtained in the end that any closed λ-term
is in the separator of any disjunctive algebra, which provides us with the possibility of proving that a
given element belongs to the separator by �nding the adequate realizer. Especially, since we know that
the disjunction a ` b is equivalent, with respect to separators, to the sum type a + b (and similarly for
the negation ¬a and the implication a → ⊥), any formula can be realized by a λ-term for the equivalent
formula encoded with + and ¬⊥. However, this is not really convenient in practice and it would be
nice to be able to realize formulas directly through L̀ terms. We do not know if this is possible in the
absolute. It would make sense to prove that the combinators s`1 ,s`2 ,s`3 ,s`4 ,s`5 are complete with respect
to L̀ terms, but all our a�empts in this direction have shown to be unsuccessful.

6 Of course, one could still argue that there are maybe be�er candidates for embedding a negation and a disjunction into
implicative structures. Inasmuch as the disjunction and negation that are obtained in the construction of the implicative
tripos are + and ¬⊥, we believe this choice to be legitimate.
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12- Conjunctive algebras

In the previous chapter, we studied disjunctive algebras, which we introduced as a result of the decom-
position of the implication with a disjunction and a negation. In particular, we saw that this decompo-
sition canonically corresponds to the L̀ calculus, into which the λ-calculus can be embedded. Notably,
the so-de�ned λ-calculus is equipped with a call-by-name evaluation strategy, as in the Krivine abstract
machine for the λc -calculus. We showed that this correspondence has a direct algebraic counterpart,
since disjunctive algebras are in fact particular cases of implicative algebras.

We shall now study the dual case of structures resulting of the decomposition of the arrow into
primitive negations and conjunctions. We mentioned in particular that Girard’s decomposition of the
arrow in linear logic can be expressed in terms of the multiplicative law of conjunction, wri�en ⊗, by:

A→ B , ¬(A ⊗ ¬B)

�e connective ⊗ is indeed related to the disjunction ` by duality through the laws ¬(A`B) = ¬A⊗¬B
and ¬(A ⊗ B) = ¬A` ¬B. �e typing rules for this connective in linear logic are given by:

Γ,A,B ` ∆
Γ | A ⊗ B ` ∆

Γ ` A | ∆ Γ ` B | ∆
Γ ` A ⊗ B | ∆

which are again dual to the rules for the disjunction.
We shall now follow the same process as in the previous chapter, but with the conjunction ⊗ as a

primitive connective. First, we will present L⊗ , the fragment of Munch-Maccagnoni’s L calculus [127]
which corresponds to the connectives ¬ and ⊗. We will observe that this fragment allows for the
encoding of a call-by-value λ-calculus. Next, we will give the realizability interpretation à la Krivine
for this calculus. �en, based on the structure of this realizability model, we will introduce the notion
of conjunctive structure. We will show that these structures are dual to the disjunctive structures we
formerly introduced. Again, we will show how to embed terms and contexts of L⊗ into conjunctive
structures. Finally, we will de�ne the notion of a separator for conjunctive structures, leading to the
de�nition of conjunctive algebras. We shall prove that any disjunctive algebra induces a conjunctive
algebra by duality.

Unfortunately, we did not achieve to prove the converse, namely that disjunctive algebras could be
obtained by duality from conjunctive algebras. In fact, beyond that, we are lacking some basic results
to be able to manipulate elements of conjunctive structures in the same computational fashion as in
implicative or disjunctive algebras. As a consequence, we do not prove that disjunctive algebras can
be recovered from conjunctive algebras by duality. As such, our study of conjunctive algebras thus
remains incomplete. We shall come back to this aspect in the conclusion of this chapter.

12.1 A call-by-value decomposition of the arrow

We begin with the presentation of the fragment of L induced by the positive connectives ⊗,¬+ and ,∃.
Next we shall see the realizability interpretation it induces, with the purpose of justifying a�erwards
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the de�nition of conjunctive structures. Again, since this calculus has a lot of similarities with the call-
by-value λµµ̃-calculus (see Section 4.5) in addition to being dual to L̀ , we shall try to be concise in this
section.

12.1.1 �e L⊗ calculus

�e L⊗ calculus is thus a subsystem of L. It corresponds exactly to the restriction of L to its positive
fragment induced by the connectives ⊗,¬ and ,∃. �e syntax of terms, contexts and commands is given
by:

Contexts
Terms
Commands

e− ::= α | µ (x ,y).c | µ[α].c | µx .c
t+ ::= x | (t ,t ) | [e] | µα .c
c ::= 〈t+ ||e−〉

We write T0, E0, C0 for the sets of closed terms, contexts and commands. In this framework, values are
de�ned by:

Values V ::= x | (V ,V ) | [e−]

Observe in particular that any (negative) context is a value. We denote byV0 the set of closed values.
�e syntax is really close to the one of L̀ (it has the same constructors, but terms are now positive
while contests are negative), we recall the meanings of the di�erent constructions:

• (t+,t+) are pairs of positive terms;
• µ (x1,x2).c , which binds the variables x1,x2, is the dual destructor;
• [e−] is a constructor for the negation, which allows us to embed a negative context intro a positive

term;
• µ[x].c , which binds the variable x , is the dual destructor;
• µα .c and µx .c correspond respectively to µα and µ̃x in the λµµ̃-calculus.

Remark 12.1 (Notations). As we explained in the previous chapter, in L [127] is considered a syntax
where a notation x̄ is used to distinguish between the positive variable x (that can appear in the le�-
member 〈x | of a command) and the co-variable x̄ (resp. in the right member |x〉 of a command). �e
positive variable that we write x is also wri�en x in [127], while the negative co-variable α is denoted
by ᾱ . y

�e reduction rules correspond to the intuition one could have from the syntax of the calculus: all
destructors and binders reduce in front of the corresponding values, while pairs of terms are expanded
if needed. �e rules are given by:

〈µα .c ||e〉 →β c[e/α]
〈[e]||µ[α].c〉 →β c[e/α]
〈V ||µx .c〉 →β c[V /x]

〈(V ,V ′) ||µ (x ,x ′).c〉 →β c[V /x ,V ′/x ′]
〈(t ,u) ||e〉 →β 〈t ||µx .〈u ||µy.〈(x ,y) ||e〉〉〉

c →η 〈µα .c ||α〉
c →η 〈[α]||µ[α].c〉
c →η 〈x ||µx .c〉
c →η 〈(x1,x2) ||µ (x1,x2).c〉

where (t ,u) < V in the last β-reduction rule.
Lastly, we shall present the type system of L⊗ . Second-order formulas are de�ned from the positive

connectives by:

Formulas A,B := X | A ⊗ B | ¬A | ∃X .A
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Γ ` t : A | ∆ Γ | e : A ` ∆
〈t ||e〉 : Γ ` ∆ (Cut)

(α : A) ∈ ∆
Γ | α : A ` ∆ (ax`)

(x : A) ∈ Γ
Γ ` x : A | ∆ (`ax )

c : Γ ` ∆,x : A
Γ | µx .c : A ` ∆

(µ `)
c : Γ,α : A ` ∆
Γ ` µα .c : A | ∆

(`µ )

c : (Γ,x : A,x ′ : B ` ∆)
Γ | µ (x ,x ′).c : A ⊗ B ` ∆

(⊗ `)
Γ ` t : A | ∆ Γ ` u : B | ∆

Γ ` (t ,u) : A ⊗ B | ∆
(`⊗)

c : Γ,x : A ` ∆
Γ | µ[α].c : ¬A

(¬ `)
Γ | e : A ` ∆

Γ ` [e] : ¬A ` ∆
(`¬)

Γ ` e : A | ∆ X < FV (Γ,∆)

Γ | e : ∃X .A ` ∆ (∃l )
Γ ` V : A[B/X ] | ∆

Γ ` V : ∃X .A (∃r )

Figure 12.1: Typing rules for the L⊗-calculus

We still work with two-sided sequents, where typing contexts are de�ned as �nite lists of bindings
between variable and formulas:

Γ ::= ε | Γ,x : A ∆ ::= ε | ∆,α : A

Sequents are again of three kinds, as in the λµµ̃-calculus and L̀ :
• Γ ` t : A | ∆ for typing terms,
• Γ | e : A ` ∆ for typing contexts,
• c : Γ ` ∆ for typing commands.

�e type system is given in Figure 12.1, where each connective corresponds to a le� and a right rule.
Remark 12.2 (Existential quanti�er). As in the type system of L̀ , we do not associate the existen-
tial quanti�er to a constructor. Indeed, since our primary motivation is the de�nition of conjunctive
structures, in which this quanti�er will simply be expressed by arbitrary joins, it would be irrelevant
to add a constructor now. In turn, observe that we restrict the introduction of the existential quanti�er
to values. y

12.1.2 Embedding of the λ-calculus

Guided by the expected de�nition of the arrow:

A→ B , ¬(A ⊗ ¬B)

we can follow Munch-Maccagnoni’s paper [127, Appendix E], to embed the λ-calculus into L⊗ .
With this de�nition, a stack u ·e in A→ B (that is with u a term of type A and e a context of type B)

is naturally embedded as a term (u,[e]), which is turn into the context µ[α].〈(u,[e]) ||α〉 which indeed
inhabits the “arrow” type ¬(A ⊗ ¬B). Starting from this, the rest of the de�nitions are direct:

µ (x ,[α]).c , µ (x ,x ′).〈x ′ ||µ[α].c〉
λx .t , [µ (x ,[α]).〈t ||α〉]
t · e , µ[α].〈(t ,[e]) ||α〉
t u , µα .〈t ||u · α〉
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�ese shorthands allow for the expected typing rules:

Proposition 12.3. �e following typing rules are admissible:

Γ,x : A ` t : B
Γ ` λx .t : A→ B

Γ ` u : A | ∆ Γ | e : B ` ∆
Γ | u · e : A→ B ` ∆

Γ ` t : A→ B | ∆ Γ ` u : A | ∆
Γ ` t u : B | ∆

Proof. Each case is directly derivable from L⊗ type system. We abuse the notations to denote by (def)
a rule which simply consists in unfolding the shorthands de�ning the λ-terms.

• Case µ (x ,[α]).c:

c : (Γ,x : A ` ∆,α : B)
Γ ` µ[x].c : ¬A | ∆,β : B

(µ `)
Γ,x : A,x ′ : ¬B ` x ′ : ¬B | ∆

(`ax )

〈x ′ ||µ[α].c〉 : (Γ,x : A,x ′ : ¬B ` ∆)
(Cut)

Γ | µ (x ,x ′).〈x ′ ||µ[α].c〉 : A ⊗ ¬B ` ∆
(⊗ `)

Γ | µ (x ,[α]).c : A ⊗ ¬B ` ∆
(def)

• Case λx .t :
Γ,x : A ` t : B | ∆ Γ | β : B ` ∆,β : B

(ax`)

〈t ||β〉 : (Γ,x : A ` β : B,∆)
(Cut)

Γ | µ (x ,[β]).〈t ||β〉 : A ⊗ ¬B ` ∆
Γ ` [µ (x ,[β]).〈t ||β〉] : ¬(A ⊗ ¬B) | ∆

(`¬)

Γ ` λx .t : A→ B | ∆
(def)

• Case u · e:

Γ ` u : A ` ∆
Γ | e : B ` ∆

Γ ` [e] : ¬B | ∆
(`¬)

Γ ` (u,[e]) : A ⊗ ¬B | ∆
(` ⊗)

Γ | α : (A ⊗ ¬B) ` ∆,α : (A ⊗ ¬B)
(ax`)

〈(u,[e]) ||α〉 : (Γ ` ∆,α : A ⊗ ¬B)
(Cut)

Γ | µ[α].〈(u,[e]) ||α〉 : ¬(A ⊗ ¬B) ` ∆
(¬ `)

Γ | u · e : A→ B ` ∆
(def)

• Case t u:

Γ ` t : A→ B | ∆
Γ ` u : A | ∆ Γ | α : B ` ∆,α : B

Γ | u · α : A→ B ` ∆,α : B
〈t ||u · α〉 : (Γ ` ∆,α : B)

(Cut)

Γ ` µα .〈t ||u · α〉 : B | ∆
(`µ )

Γ ` t u : B | ∆
(def)

�

Besides, the usual rules of β-reduction for the call-by-value evaluation strategy are simulated through
the reduction of L⊗:

Proposition 12.4 (β-reduction). We have the following reduction rules:

〈t u ||e〉 →β 〈t ||u · e〉
〈λx .t ||u · e〉 →β 〈u ||µx .〈t ||e〉〉
〈V ||µx .c〉 →β c[V /x]
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Proof. �e third rule is included in L⊗ reduction system, the �rst follows from:

〈tu ||e〉 = 〈µα .〈t ||u · α〉||e〉 →β 〈t ||u · e〉

For the second rule, we �rst check that we have:

〈(V ,[e]) ||µ (x ,[α]).c〉 = 〈(V ,[e]) ||µ (x ,x ′).〈x ′ ||µ[α].c〉〉 →β 〈[e]||µ[α].c[V /X ]〉 →β c[V /x][e/α]

from which we deduce:

〈λx .t ||u · e〉 = 〈[µ (x ,[α]).〈t ||α〉]||µ[α].〈(u,[e]) ||α〉〉
→β 〈(u,[e]) ||µ (x ,[α]).〈t ||α〉〉
→β 〈u ||µy.〈(y,[e]) ||µ (x ,[α]).〈t ||α〉〉〉
→β 〈u ||µx .〈t ||e〉〉

�

�erefore, L⊗ allows us to recover the full computation strength of the call-by-value λµµ̃-calculus.
We shall now see that it is suitable for a realizability interpretation which is very similar to the corre-
sponding interpretation for the call-by-value λµµ̃-calculus (see Section 4.5.4).

12.1.3 A realizability model based on the L⊗-calculus

We brie�y recall the de�nitions necessary to the realizability interpretation à la Krivine of L⊗ . Most of
the properties being the same as for L̀ or any of the several interpretations we gave in the previous
chapters, we spare the reader from a useless copy-paste and go straight to the point.

A pole is de�ned as usual as any subset of C0 closed by anti-reduction. We write ⊥⊥ for the pole,
and t⊥⊥e for the orthogonality relation it induces. As it is common in call-by-value realizability model
(see Section 4.5.4), formulas as interpreted as truth values of values, which we call primitive truth values.
Falsity values are then de�ned by orthogonality to the corresponding primitive truth values, and truth
values are de�nes by orthogonality to falsity values. �erefore, an existential formula ∃X .A is inter-
preted by the union over all the possible instantiations for the primitive truth value of the variable X
by a set S ∈ P (V0). As it is usual in Krivine realizability, in order to ease the de�nition we assume that
for each subset S of P (V0), there is a constant symbol Ṡ in the syntax. �e interpretation is given by:

|Ṡ |V , S

|A ⊗ B |V , {(t ,u) : t ∈ |A|V ∧ u ∈ |B |V }
|¬A|V , {[e] : e ∈ ‖A‖}
|∃X .A|V ,

⋃
S ∈P (V0) |A{X := Ṡ }|V

‖A‖ , {e : ∀V ∈ |A|V ,V⊥⊥e}
|A| , {t : ∀e ∈ ‖A‖,t⊥⊥e}

We de�ne again valuations, which we write ρ, as functions mapping each second-order variable to
a primitive falsity value ρ (X ) ∈ P (V0). In this framework, we say that a substitution, which we denote
by σ , is a function mapping each variable x to a closed value V ∈ V0 and each variable α to a closed
context e ∈ E0:

σ ::= ε | σ ,x 7→ V | σ ,α 7→ e

We write σ  Γ and we say that a substitution σ realizes a context Γ, when for each binding (x : A) ∈ Γ,
we have σ (x ) ∈ |A|V . Similarly, we say that σ realizes a context ∆ if for each binding (α : A) ∈ ∆, we
have σ (α ) ∈ ‖A‖.
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Lemma 12.5 (Adequacy). Let Γ,∆ be typing contexts, ρ be a valuation and σ be a substitution which
veri�es that σ  Γ[ρ] and σ  ∆[ρ]. We have:

1. If V + is a value such that Γ ` V + : A | ∆, then V +[σ ] ∈ |A[ρ]|V .

2. If e is a context such that Γ | e : A ` ∆, then e[σ ] ∈ ‖A[ρ]‖.
3. If t is a term such that Γ ` t : A | ∆, then t[σ ] ∈ |A[ρ]|.
4. If c is a command such that c : (Γ ` ∆), then c[σ ] ∈ ⊥⊥.

Proof. �e proof is again an induction over typing derivations. �e proof being very similar to the one
for L̀ (Proposition 11.10), the call-by-value λµµ̃-calculus (Proposition 4.23) or L [127], we leave it to
the reader. �

12.2 Conjunctive structures

We shall now introduce the notion of conjunctive structure. Following the methodology from the pre-
vious chapter, we begin by observing the existing commutations in the realizability models induced
by L⊗ . Since we are in a structure centered on positive connectives, we should pay a�ention to the
commutations with joins:

Proposition 12.6 (Commutations). In any L⊗ realizability model (that is to say for any pole ⊥⊥), the
following equalities hold:

1. If X < FV (B), then |∃X .(A ⊗ B) |V = |(∃X .A) ⊗ B |V .

2. If X < FV (A), then |∃X .(A ⊗ B) |V = |A ⊗ (∃X .B) |V .

3. |¬(∃X .A) |V =
⋂

S ∈P (V0) |¬A{X := Ṡ }|V

Proof. 1. Assume the X < FV (B), then we have:

|∃X .(A ⊗ B) |V =
⋃

S ∈P (V0)

|A{X := Ṡ } ⊗ B |V

=
⋃

S ∈P (V0)

{(V1,V2) : V1 ∈ |A{X := Ṡ }|V ∧V2 ∈ |B |V }

= {(e1,e2) : e1 ∈
⋃

S ∈P (V0)

|A{X := Ṡ }|V ∧ e2 ∈ |B |V }

= {(e1,e2) : e1 ∈ |∃X .A|V ∧ e2 ∈ ‖B‖} = |(∃X .A) ⊗ B |V

2. Identical.
3. �e proof is again a simple unfolding of the de�nitions:

|¬(∃X .A) |V = {[t] : t ∈ |∃X .A|} = {[t] : t ∈
⋂

S ∈P (V0)

|A{X := Ṡ }|}

=
⋂

S ∈P (V0)

{[t] : t ∈ |A{X := Ṡ }]|} =
⋂

S ∈P (V0)

|¬A{X := Ṡ }|V

�

Since we are interested in primitive truth values, which are logically ordered by inclusion (in par-
ticular, the existential quanti�er is interpreted by unions, thus joins), in terms of algebraic structures,
the previous proposition advocates for the equalities:

1.
j

b ∈B

(a ⊗ b) = a ⊗ (
j

b ∈B

b) 2.
j

b ∈B

(b ⊗ a) = (
j

b ∈B

b) ⊗ a 3. ¬
j

a∈A

a =
k

a∈A

¬a

316



12.2. CONJUNCTIVE STRUCTURES

De�nition• 12.7 (Conjunctive structure). A conjunctive structure is a complete join-semila�ice (A,4)
equipped with a binary operation (a,b) 7→ a ⊗ b, called the conjunction of A, and a unary operation
a 7→ ¬a called the negation of A, that ful�ll the following axioms:

1. Negation is anti-monotonic in the sense that for all a,a′ ∈ A:

(Variance) if a 4 a′ then ¬a′ 4 ¬a

2. Conjunction is monotonic in the sense that for all a,a′,b,b ′ ∈ A:

(Variance) if a 4 a′ and b 4 b ′ then a ⊗ b 4 a′ ⊗ b ′

3. Arbitrary meets distributes over both operands of conjunction, in the sense that for all a ∈ A
and for all subsets B ⊆ A:

(Distributivity)
j

b ∈B

(a ⊗ b) = a ⊗ (
j

b ∈B

b)
j

b ∈B

(b ⊗ a) = (
j

b ∈B

b) ⊗ a

4. Negation of an arbitrary join is equal to the meet of the set of negated elements, in the sense that
for all subsets A ⊆ A:

(Commutation) ¬
j

a∈A

a =
k

a∈A

¬a

y

Remark 12.8. Recall that a complete join-semila�ice is a complete la�ice (�eorem 9.3). �erefore,
conjunctive structures also have arbitrary meets. �e novelty, in comparison with implicative and
disjunctive structures, is that the de�nition of conjunctive separators will make use of arbitrary meets
(while the properties of distributivity and commutation are given for arbitrary joins). �is mismatch is
at the origin of most of the di�culties that we will meet in the sequel. y

As in the cases of implicative and disjunctive structures, the commutations imply that:

Proposition 12.9. If (A,4,⊗,¬) is a conjunctive structure, then the following hold for all a ∈ A:

1.• ⊥ ⊗ a = ⊥

2.• a ⊗ ⊥ = ⊥

3.• ¬⊥ = >

Proof. Using proposition 9.4 and the axioms of conjunctive structures, one can prove:

1. ⊥ ⊗ a = (
b
∅) ⊗ a =

b
x,a∈A {x ⊗ a : x ∈ ∅} =

b
∅ = ⊥

2. Identical.
3. ¬⊥ = ¬(

b
∅) =

c
x ∈A {¬x : x ∈ ∅} =

c
∅ = >

�

12.2.1 Examples of conjunctive structures

12.2.1.1 Dummy structure

Following the constraints given by the lemma above, we have at least one way to de�ne a dummy
structure:

Example• 12.10 (Dummy conjunctive structure). Given a complete la�ice L, the following de�nitions
give rise to a dummy structure that ful�lls the axioms of De�nition 11.13:

a ⊗ b , ⊥ ¬a , > (∀a,b ∈ A)

�e veri�cation of the di�erent axioms is straightforward. y
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CHAPTER 12. CONJUNCTIVE ALGEBRAS

12.2.1.2 Complete Boolean algebras

Example• 12.11 (Complete Boolean algebras). Let B be a complete Boolean algebra. It embodies a
conjunctive structure, that is de�ned by:

• A , B
• a 4 b , a 4 b

• a ⊗ b , a ∧ b (∀a,b ∈ A)

• ¬a , ¬a

�e di�erent axioms are direct consequence of proposition 9.7. y

12.2.2 Conjunctive structure of classical realizability

As for the disjunctive case, we can abstract the structure of the realizability interpretation of L⊗ into a
structure of the form (T0,E0,V0, (·, ·),[·],⊥⊥), whereV0 ⊆ T0 is the distinguished subset of values, (·, ·)
is a map from T 2

0 to T0 (whose restriction to V0 has values in V0), [·] is an operation from E0 to V0,
and ⊥⊥ ⊆ T0 × E0 is a relation. From this sextuple we can de�ne:

• A , P (V0) • a ⊗ b , (a,b) = {(V1,V2) : V1 ∈ a ∧V2 ∈ b}

• a 4 b , a ⊆ b • ¬a , [a⊥⊥] = {[e] : e ∈ a⊥⊥} (∀a,b ∈ A)

Proposition 12.12. �e quadruple (A,4,⊗,¬) is a conjunctive structure.

Proof. We show that the axioms of De�nition 12.7 are satis�ed.

1. Anti-monotonicity. Let a,a′ ∈ A, such that a 4 a′ ie a ⊆ a′. �en a′⊥⊥ ⊆ a⊥⊥ and thus

¬a′ = {[t] : t ∈ a′⊥⊥} ⊆ {[t] : t ∈ a⊥⊥} = ¬a

i.e. ¬a′ 4 ¬a.

2. Covariance of the conjunction. Let a,a′,b,b ′ ∈ A such that a′ ⊆ a and b ′ ⊆ b. �en we have

a ⊗ b = {(t ,u) : t ∈ a ∧ u ∈ b} ⊆ {(t ,u) : t ∈ a′ ∧ u ∈ b ′} = a′ ⊗ b ′

i.e. a ⊗ b 4 a′ ⊗ b ′

3. Distributivity. Let a ∈ A and B ⊆ A, we have:
j

b ∈B

(a ⊗ b) =
j

b ∈B

{(v,u) : t ∈ a ∧ u ∈ b} = {(t ,u) : t ∈ a ∧ u ∈
j

b ∈B

b} = a ⊗ (
j

b ∈B

b)

4. Commutation. Let B ⊆ A, we have (recall that
c

b ∈B b =
⋂

b ∈B b):
k

b ∈B

{¬b} =
k

b ∈B

{[t] : t ∈ b⊥⊥} = {[t] : t ∈
k

b ∈B

b⊥⊥} = {[t] : t ∈ (
j

b ∈B

b)⊥⊥} = ¬(
j

b ∈B

b)

�

12.2.3 Interpreting L⊗ terms

We shall now see how to embed L⊗ commands, contexts and terms into any conjunctive structure. For
the rest of the section, we assume given a conjunctive structure (A,4,⊗,¬).
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12.2.3.1 Commands

Following the same intuition as for the embedding of L̀ into disjunctive structures, we de�ne the
commands 〈a ||b〉 of the conjunctive structure A as the pairs (a,b), and we de�ne the pole ⊥⊥ as the
ordering relation 4. We write CA = A ×A for the set of commands in A and (a,b) ∈ ⊥⊥ for a 4 b.

We consider the same relation E over CA , which was de�ned by:

c E c ′ , if c ∈ ⊥⊥ then c ′ ∈ ⊥⊥ (∀c,c ′ ∈ CA )

Since the de�nition of commands only relies on the underlying la�ice ofA, the relationE has the same
properties as in disjunctive structures and in particular it de�nes a preorder (see Section 11.2.4.1).

12.2.3.2 Terms

�e de�nitions of terms are very similar to the corresponding de�nitions for the dual contexts in dis-
junctive structures.

De�nition• 12.13 (Pairing). For all a,b ∈ A, we let (a,b) , a ⊗ b. y

De�nition• 12.14 (Boxing). For all a ∈ A, we let [a] , ¬a. y

De�nition• 12.15 (µ+).
µ+.c ,

k

a∈A

{a : c (a) ∈ ⊥⊥}
y

We have the following properties for µ+:, whose proofs are trivial:

Proposition 12.16 (Properties of µ+). For any functions c,c ′ : A → CA , the following hold:

1.• If for all a ∈ A, c (a) E c ′(a), then µ+.c ′ 4 µ+.c (Variance)

2.• For all t ∈ A, then t = µ+.(a 7→ 〈t ||a〉) (η-expansion)

3.• For all e ∈ A, then 〈µ+.c ||e〉E c (e ) (β-reduction)

Proof. 1. Direct consequence of Proposition 11.21.
2,3. Trivial by de�nition of µ+.

�

12.2.3.3 Contexts

Dually to the de�nitions of the (positive) contexts µ+ as a meet, we de�ne the embedding of (negative)
terms, which are all binders, by arbitrary joins:

De�nition• 12.17 (µ−). For all c : A → CA , we de�ne:

µ−.c ,
j

a∈A

{a : c (a) ∈ ⊥⊥}

y

De�nition• 12.18 (µ ()). For all c : A2 → CA , we de�ne:

µ () .c ,
j

a,b ∈A

{a ⊗ b : c (a,b) ∈ ⊥⊥}

y
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De�nition• 12.19 (µ[]). For all c : A → CA , we de�ne:

µ[].c ,
j

a∈A

{¬a : c (a) ∈ ⊥⊥}

y

Again, these de�nitions satisfy variance properties with respect to the preorder E and the order
relation4. Observe that the µ () and µ− binders, which are negative binders catching positive terms, are
contravariant with respect to these relations while the µ[] binder, which catches a negative context, is
covariant.

Proposition 12.20 (Variance). For any functions c,c ′ with the corresponding arities, the following hold:

1.• If c (a) E c ′(a) for all a ∈ A, then µ−.c ′ 4 µ−.c

2.• If c (a,b) E c ′(a,b) for all a,b ∈ A, then µ () .c ′ 4 µ () .c

3.• If c (a) E c ′(a) for all a ∈ A, then µ[].c 4 µ[].c ′

Proof. Direct consequences of Proposition 11.21. �

�e η-expansion is also re�ected by the ordering relation 4:

Proposition 12.21 (η-expansion). For all t ∈ A, the following holds:

1.• µ−.(a 7→ 〈t ||a〉) = t

2.• µ () .(a,b 7→ 〈t ||(a,b)〉) 4 t

3.• µ[].(a 7→ 〈t ||[a]〉) 4 t

Proof. Trivial from the de�nitions. �

�e β-reduction is again re�ected by the preorder E as the property of subject reduction:

Proposition 12.22 (β-reduction). For all e,e1,e2,t ∈ A, the following holds:

1.• 〈µ−.c ||e〉E c (e )

2.• 〈µ () .c ||(e1,e2)〉E c (e1,e2)

3.• 〈µ[].c ||[t]〉E c (t )

Proof. Trivial from the de�nitions. �

12.2.4 Adequacy

We shall now prove that the interpretation of L⊗ is adequate with respect to its type system. Again, we
extend the syntax of formulas to de�ne second-order formulas with parameters by:

A,B ::= a | X | ¬A | A ⊗ B | ∃X .A (a ∈ A)

�is allows us to de�ne an embedding of closed formulas with parameters into the conjunctive structure
A;

aA , a

(¬A)A , ¬AA

(A ⊗ B)A , AA ⊗ BA

(∃X .A)A ,
b

a∈A (A{X := a})A

(if a ∈ A)
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As in the previous chapter, we de�ne substitutions, which we write σ , as functions mapping vari-
ables (of terms, contexts and types) to element of A:

σ ::= ε | σ [x 7→ a] | σ [α 7→ a] | σ [X 7→ a] (a ∈ A, x ,X variables)

We say that a substitution σ realizes a typing context Γ, which write σ  Γ, if for all bindings (x : A) ∈ Γ
we have σ (x ) 4 (A[σ ])A . Dually, we say that σ realizes ∆ if for all bindings (α : A) ∈ ∆ , we have
σ (α ) < (A[σ ])A .

�eorem 12.23 (Adequacy). �e typing rules of L⊗ (Figure 12.1) are adequate with respect to the interpre-
tation of terms (contexts,commands) and formulas: for all contexts Γ,∆, for all formulas with parameters
A and for all substitutions σ such that σ  Γ and σ  ∆, we have:

1. For any term t , if Γ ` t : A | ∆, then (t[σ ])A 4 A[σ ]A ;

2. For any context e , if Γ | e : A ` ∆, then (e[σ ])A < A[σ ]A ;

3. For any command c , if c : (Γ ` ∆), then (c[σ ])A ∈ ⊥⊥.

Proof. By induction on the typing derivations. Since most of the cases are similar to the corresponding
cases for the adequacy of the embedding of L̀ into disjunctive structures, we only give some key cases.

• Case (` ⊗). Assume that we have:
Γ ` t1 : A1 | ∆ Γ ` t2 : A2 | ∆

Γ ` (t1,t2) : A1 ⊗ A2 | ∆
(` ⊗)

By induction hypotheses, we have that (t1[σ ])A 4 (A1[σ ])A and (t2[σ ])A 4 (A2[σ ])A . �erefore, by
monotonicity of the ⊗ operator, we have:

((t1,t2)[σ ])A = (t1[σ ],t2[σ ])A = (t1[σ ])A ⊗ (t2[σ ])A 4 (A1[σ ])A ` (A2[σ ])A .

• Case (⊗ `). Assume that we have:
c : Γ,x1 : A1,x2 : A2 ` ∆

Γ | µ (x1,x2).c : A1 ⊗ A2 ` ∆
(⊗ `)

By induction hypothesis, we get that (c[σ ,x1 7→ (A1[σ ])A ,x2 7→ (A2[σ ])A])A ∈ ⊥⊥. �en by de�nition
we have

((µ (x1,x2).c )[σ ])A =
j

a,b ∈A

{a ` b : (c[σ ,x1 7→ a,x2 7→ b])A ∈ ⊥⊥} < (A1[σ ])A ⊗ (A2[σ ])A .

• Case (∃ `). Assume that we have:

Γ | e : A ` ∆ X < FV (Γ,∆)

Γ | e : ∃X .A ` ∆ (∃ `)

By induction hypothesis, we have that for all a ∈ A, (e[σ ])A < ((A)[σ ,x 7→ a])A . �erefore, we have
that (e[σ ])A <

b
a∈A (A{X := a}[σ ])A .

• Case (` ∃). Similarly, assume that we have:

Γ ` t : A{X := B} | ∆
Γ ` t : ∃X .A | ∆ (` ∃)

By induction hypothesis, we have that (t[σ ])A 4 (A[σ ,X 7→ (B[σ ])A])A . �erefore, we have that
(t[σ ])A 4 gb ∈A {A{X := b}[σ ]A }. �
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12.2.5 Duality between conjunctive and disjunctive structures

We now show how disjunctive structures and conjunctive structures are connected by a form of du-
ality. Per se, this connection only re�ects the well-known duality between call-by-value and call-by-
name [33]. In fact, the passage from one structure to the other exactly re�ects the dual translation from
the λµµ̃-calculus to itself [33, Section 7] which sends terms to contexts and vice-versa. �is duality is
also re�ected in L [127] already in its syntax, in which the same constructors are used both for terms
and contexts. Here, since the term t and the context e of a well-formed command are connected by
tA 4 eA , we materialize the duality by reversing the order relation. We know that reversing the order
in a complete la�ice yields a complete la�ice in which meets and joins are exchanged (Proposition 9.5).
�erefore, it only remains to prove that the axioms of disjunctive and conjunctive structures can be
deduced through this duality one from each other.

12.2.5.1 From disjunctive to conjunctive structures

Let (A,4,`,¬) be a disjunctive structure. We de�ne:

• A⊗ , A` •
c⊗ ,

b` • a ⊗ b , a ` b

• a / b , b 4 a •
b⊗ ,

c̀
• ¬a , ¬a

(∀a,b ∈ A)

As expected, we have that:

�eorem• 12.24. �e structure (A⊗, /,⊗,¬) de�ned above is a conjunctive structure.

Proof. We check that for all a,a′,b,b ′ ∈ A and for all subsets A ⊆ A, we have:

1.• If a / a′ then ¬a′ / ¬a (Variance)
2.• If a / a′ and b / b ′ then a ⊗ b / a′ ⊗ b ′. (Variance)
3.• (

c⊗
a∈A a) ⊗ b =

c⊗
a∈A (a ⊗ b) and b ⊗ (

c⊗
a∈A a) =

c⊗
a∈A (b ⊗ a) (Distributivity)

4.• ¬(
b⊗

a∈A a) =
c⊗

a∈A (¬a) (Commutation)

All the proof are trivial from the corresponding properties of disjunctive structures. �

12.2.5.2 From conjunctive to disjunctive structures

Let (A,4,⊗,¬) be a conjunctive structure. We de�ne:

• A` , A⊗ •
c̀
,

b⊗ • a ` b , a ⊗ b

• a / b , b 4 a •
b` , c⊗ • ¬a , ¬a

(∀a,b ∈ A)

Again, we have that:

�eorem• 12.25. �e structure (A⊗, /,⊗,¬) de�ned above is a conjunctive structure.

Proof. We check that for all a,a′,b,b ′ ∈ A and for all subsets A ⊆ A, we have:

1.• If a / a′ then ¬a′ / ¬a. (Variance)
2.• If a / a′ and b / b ′ then a ` b / a′ ` b ′. (Variance)
3.• (

c̀
a∈A a) ` b =

c̀
a∈A (a ` b) and a ` (

c̀
b ∈B b) =

c̀
b ∈B (a ` b) (Distributivity)

4.• ¬(
c̀

A) =
b

à∈A (¬a) (Commutation)

All the proof are trivial from the corresponding properties of conjunctive structures. �
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12.3. CONJUNCTIVE ALGEBRAS

12.3 Conjunctive algebras

12.3.1 Separation in conjunctive structures

We shall now de�ne the notion of separator for conjunctive structures. To this end, we consider axioms
(i.e. combinators) which correspond to the dual properties axiomatizing the disjunction` in disjunctive
algebras. Remember that in a conjunctive structure, the arrow is de�ned:

a
⊗
→ b , ¬(a ⊗ ¬b) (∀a,b ∈ A)

We thus de�ne the following combinators:

s⊗1 ,
c

a∈A
[
a
⊗
→ (a ⊗ a)

]
s⊗2 ,

c
a,b ∈A

[
(a ⊗ b)

⊗
→ a

]
s⊗3 ,

c
a,b ∈A

[
(a ⊗ b)

⊗
→ (b ⊗ a)

]
s⊗4 ,

c
a,b,c ∈A

[
(a

⊗
→ b)

⊗
→ (c ⊗ a)

⊗
→ (c ⊗ b)

]
s⊗5 ,

c
a,b,c ∈A

[
(a ⊗ (b ⊗ c ))

⊗
→ ((a ⊗ b) ⊗ c ))

]
which leads us to the expected de�nition of a separator:

De�nition• 12.26 (Separator). Given a conjunctive algebra (A,4,⊗,¬), we call separator for A any
subset S ⊆ A that ful�lls the following conditions for all a,b ∈ A:

(1) If a ∈ S and a 4 b then b ∈ S (upward closure)
(2) s⊗1 ,s

⊗

2 ,s
⊗

3 ,s
⊗

4 and s⊗5 are in S (combinators)
(3) If a ⊗

→ b ∈ S and a ∈ S then b ∈ S (closure under modus ponens)

A separator S is said to be consistent if ⊥ < S. y

Example• 12.27 (Complete Boolean algebras). Once again, if B is a complete Boolean algebra, B
induces a disjunctive structure in which it is easy to verify that the combinators s⊗1 ,s

⊗

3 ,s
⊗

3 ,s
⊗

4 and s⊗5
are equal to >. �erefore, the singleton {>} or any �lter for B are valid separators for the induced
conjunctive structure. y

12.3.2 Conjunctive algebra from classical realizability

Remember that any model of classical realizability based on L⊗ induces a conjunctive structure, where:

• A , P (V0) • a ⊗ b , (a,b) = {(V1,V2) : V1 ∈ a ∧V2 ∈ b}

• a 4 b , a ⊆ b • ¬a , [a⊥⊥] = {[e] : e ∈ a⊥⊥} (∀a,b ∈ A)

As in the implicative and disjunctive cases, the set of formulas realized by a closed term1, that is to say:

S⊥⊥ , {a ∈ P (V
+

0 ) : a⊥⊥⊥⊥ ∩ T0 , ∅}

de�nes a valid separator. �e condition (1) and (3) are clearly veri�ed (for the same reasons as in
the disjunctive and implicative cases), but we should verify that the formulas corresponding to the
combinators are indeed realized. Let us then consider the following closed terms:

TS1 , λa.(a,a)

TS2 , λ(a,b).a

TS3 , λ(a,b).(b .a)

TS4 , λ f .(λ(c,a).(c, f a))

TS5 , λ(a, (b,c )).((a,b),c

1As in the λµµ̃-calculus (see Section 4.4.5) and L̀ , proof-like terms in L⊗ simply correspond to closed terms.
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CHAPTER 12. CONJUNCTIVE ALGEBRAS

where we use the shorthands:
λx .t , [µ (x ,[α]).〈t ||α〉]

λ(a,b).t , λx .µα .〈x ||µ (a,b).〈t ||α〉〉

λ(a, (b,c )).t , λ(a,x ).µα .〈x ||µ (b,c ).〈t ||α〉〉

To show that these terms indeed realize the expected formulas, we need to introduce the additional rule
for the universal quanti�er and to give its realizability interpretation:
Γ ` V : A | ∆ X < FV (Γ,∆)

Γ ` V : ∀X .A (`∀)
Γ ` e : A[B/X ] | ∆
Γ | e : ∀X .A ` ∆ (∀`) |∀X .A|V ,

⋂
S ⊆P (V0) |A{X := Ṡ }|V

Lemma 12.28. �e typing rules above are adequate with respect to the realizability interpretation of L⊗ .

Proof. �e proof, which relies on the value restriction for the right rule, is the same as for L or L̀ . �

Proposition 12.29. �e previous terms have the following types in L̀ :

1. ` TS1 : ∀A.A→ (A ⊗ A) |

2. ` TS2 : ∀AB.(A ⊗ B) → A |

3. ` TS3 : ∀AB.A ⊗ B → B ⊗ A |

4. ` TS4 : ∀ABC .(A→ B) → (C ⊗A→ C ⊗B) |

5. ` TS5 : ∀ABC .(A⊗ (B⊗C )) → ((A⊗B)⊗C ) |

Proof. Straightforward typing derivations in L⊗ . �

We deduce that S⊥⊥ is a valid separator for the conjunctive structure, and thus that any realizability
model based on L⊗ induces a conjunctive algebra:

Proposition 12.30. �e quintuple (P (V0),4,⊗,¬,S⊥⊥) as de�ned above is a conjunctive algebra.

Proof. Conditions (1) and (3) are trivial. Condition (2) follows from the previous propositions and the
adequacy of the realizability interpretation of L⊗ , observing that by de�nition of the conjonctive struc-
ture, we have |∀X .A|V =

c
a∈A |A{X := ȧ}|V . �

12.3.3 From disjunctive to conjunctive algebras

We shall now prove that any disjunctive algebra induces by duality a conjunctive algebra, using the
construction we presented before to obtain a conjunctive structure from the underlying disjunctive
structures. �e key of this construction was to consider the reversed la�ice, inversing thus meets and
joins:

• A⊗ , A` •
c⊗ ,

b` • a ⊗ b , a ` b

• a / b , b 4 a •
b⊗ ,

c` • ¬a , ¬a
(∀a,b ∈ A)

Since both structures have the same career and disjunction, we will adopt the following notation to
distinguish the conjunctive and disjunctive arrows:

a →̀ b , ¬a ` b a
⊗
→ b , ¬(a ⊗ ¬b) (∀a,b ∈ A)

�e question is now to determine, given a separator S` for the disjunctive structure, how to de�ne
a separator S⊗ for the conjunctive structure. Since separator are upwards closed and the la�ice un-
derlying the disjunctive structure is reversed in the conjunctive one, we should consider a set which is
downward closed with respect to the order4. To this purpose, we use the only contravariant operation
we have at hands, and we de�ne S⊗ as the pre-image of S` through the negation:

S⊗ , ¬−1 (S`) = {a ∈ A : ¬a ∈ S`}
By de�nition, we thus have the following lemma:
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Lemma• 12.31. For all a ∈ A, a ∈ S⊗ if and only if ¬a ∈ S`.

Besides, it is easy to show that the so-de�ned S⊗ is indeed upward closed with respect to the
reversed order:

Lemma• 12.32. For all a,b ∈ A, if a / b and a ∈ S⊗ then b ∈ S⊗ .

Proof. Straightforward: if a /b and a ∈ S⊗ , then ¬a ∈ S` and ¬a 4 ¬b, thus ¬b ∈ S` and b ∈ S⊗ . �

�erefore, it remains to prove thatS⊗ contains the expected combinators, and that it is closed under
modus ponens. For both proofs, the following proposition is fundamental:

Proposition• 12.33 (Contraposition). For all a,b ∈ A, we have:

a
⊗
→ b ∈ S⊗ ⇔ ¬a →̀ ¬b ∈ S`

Proof. Let a,b ∈ A be �xed. We do the proof directly by equivalence, since all the required equivalences
hold for disjunctive algebras:

a
⊗
→ b ∈ S⊗ ⇔ ¬(a ⊗ ¬b) ∈ S⊗

⇔ ¬¬(a ` ¬b) ∈ S`
⇔ (a ` ¬b) ∈ S`
⇔ (¬¬a ` ¬b) ∈ S`
⇔ ¬a →̀ ¬b ∈ S`

(by de�nition)
(by de�nition)

(by DNE + Modus ponens)
(by DNI + `-compatible)

(by de�nition)

where DNE and DNI refer to the elimination and introduction of double negation (Proposition 11.58).
�e `-compatibility refers to the possibility of applying arrows of the shape (a → b) ∈ S` to get (b `
c ) ∈ S` from (a ` c ) ∈ S` (by application of s`4 ). �e detailed proof is given in the Coq development.

�

In particular, we can now deduce that S⊗ is closed under modus ponens. �e proof is straightfor-
ward from the previous lemma and Lemma 12.31.

Corollary• 12.34 (Modus Ponens). For all a,b ∈ A, if a ∈ S⊗ and a
⊗
→ b ∈ S⊗ , then b ∈ S⊗ .

We now prove that s⊗1 , s⊗1 , s⊗1 , s⊗1 and s⊗1 belong to S⊗ . In each case, the proof somewhat consists in
using the previous lemmas to be able to make use of the fact the dual combinator which is in S`.

Proposition• 12.35 (s⊗1 ). s⊗1 ∈ S⊗

Proof. We want to show that s⊗1 =
c⊗

a∈A a
⊗
→ a ⊗ a is in S⊗ . By de�nition of ⊗

→ and commutation of
the negation, we have s⊗1 =

c⊗
a∈A ¬(a ⊗ ¬(a ⊗ a)) = ¬

b⊗
a∈A (a ⊗ ¬(a ⊗ a)). To prove that the former

is in the store, it su�ces to prove that:

¬¬
j⊗

a∈A
(a ` ¬(a ⊗ a)) ∈ S` i.e. ¬¬

k̀
a∈A

(a ` ¬(a ` a)) ∈ S`

We conclude by double negation introduction (Proposition 11.58) and generalized modus ponens (Lemma
11.54) with s`3 and s`1 . �

Proposition• 12.36 (s⊗2 ). s⊗2 ∈ S⊗

Proof. We want to show that s⊗2 =
c

a,b ∈A (a ⊗ b)
⊗
→ a is in S⊗ . By de�nition of ⊗

→ and commutation
of the negation, we have s⊗2 =

c
a,b ∈A ¬((a ⊗ b) ⊗ ¬a) = ¬

b⊗
a,b ∈A ((a ⊗ b) ⊗ ¬a). To prove that the

former is in the store, it su�ces to prove that:

¬¬
j⊗

a∈A
((a ⊗ b) ⊗ ¬a) i.e. ¬¬

k̀
a∈A

((a ⊗ b) ⊗ ¬a)

We conclude by double negation introduction (Proposition 11.58) and generalized modus ponens (Lemma
11.54) with s`3 and s`2 . �
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�e three other proofs for s⊗3 , s⊗4 and s⊗5 are identical and le� to the reader.

Proposition• 12.37. s⊗3 ∈ S
⊗

Proposition• 12.38. s⊗4 ∈ S
⊗

Proposition• 12.39. s⊗5 ∈ S
⊗

We can thus conclude thatS⊗ is indeed a separator for the conjunctive structure, or, in other words:

�eorem• 12.40. �e quintuple (A⊗, /,⊗,¬,S⊗ ) de�nes a conjunctive algebra.

12.4 Conclusion

12.4.1 On conjunctive algebras

First, we should say is that we are still missing many things in the understanding of conjunctive al-
gebras. In particular, as such we are not able to prove the converse direction, that is that disjunctive
algebras can be obtained from conjunctive algebras by duality. Neither are we in the position of de�ning
a conjunctive tripos to study its connection with the implicative and disjunctive cases. �e main reason
for this is that in conjunctive structures, the application induced by the λ-calculus does not satisfy2 the
usual adjunction:

a 4 b → c ⇔ ab 4 c

�is property being crucial in most of the proofs we presented for implicative and disjunctive algebras,
we are not able to follow the same track. In particular, the adjunction is central in the de�nition of the
induced Heyting algebra (thus of the induced tripos).

In fact, the absence of this property is in itself a reassuring fact. Indeed, one of the lesson we learned
from the λµµ̃-calculus, is that through the duality of computation, on the side of terms, the call-by-name
evaluation strategy computes as the call-by-value evaluation strategy does on the side of contexts, and
vice-versa. �erefore, it is not that surprising that the application (on the side of terms) does not satisfy
the same properties in disjunctive and conjunctive structures. Actually, we can say more, namely that in
a structure with all commutations (of the connectives with meets and joins), the adjunction holds3. But
again, such a structure can only induce triposes4 which are necessarily isomorphic to forcing triposes.
As such, it is thus a feature for conjunctive structures not to satisfy the (call-by-name) adjunction.

We did not have the time to explore this question much in depth, but at �rst sight, it reminds us of the
situation in Streicher’s AKSs or Ferrer et al. KOCAs, where an adjunctor is needed for the equivalence
to holds. In these particular se�ings, the problem is due to the fact that (call-by-name) falsity values
are restricted to those which are closed under bi-orthogonality. It is worth notice that one of the usual
interest of considering this particular shape of falsity values is related to value restriction (see [127] for
a discussion on the topic). While we saw how to circumvent this di�culty in implicative and disjunctive
structures, it might be the case that it is unavoidable in a call-by-value fashion. Anyway, if the necessity
of an adjunctor has the downside of complicating proofs, it does not prevent from inducing triposes.
�erefore, this could be on solution to obtain a notion of conjunctive tripos. Another solution may
consist in de�ning another application for which the adjunction holds. To this purpose, one track to
follow could be to observe the behavior of the usual application (in disjunctive structure) on elements
of the conjunctive through the embedding given in Section 12.2.5.2.

2�e le� to right implication is trivially satis�ed, the not satis�ed implication it the right to le� one.
3�is only a su�cient condition, but we conjecture having extra-commutations to obtain the adjunction is also necessary.
4To be precise, since we were not able to de�ne conjunctive triposes, we should rather say that a conjunctive structure

with all the commutations would probably induce disjunctive structures with the same commutations. �ese disjunctive
structures would only induce triposes isomorphic to forcing triposes. Yet, we believe that in the case where a canonical
notion conjunctive triposes could be de�ned, the very same would happen.

326

https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.TensorAlgebras.html#tsep_TS3
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.TensorAlgebras.html#tsep_TS4
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.TensorAlgebras.html#tsep_TS5
https://www.irif.fr/~emiquey/these/ImpAlg/ImpAlg.TensorAlgebras.html#PA_TA


12.4. CONCLUSION

12.4.2 On the algebraization of Krivine classical realizability

In the last three chapters, we have shown that the underlying algebraic structures of classical real-
izability can be rei�ed into algebras whose structures depend on the choice of logical connectives.
Realizability models based on the λc -calculus, whose type system is de�ned with an arrow as logical
connective, are particular instances of implicative algebras; models based on L̀ , whose type system
is de�ned with a disjunction and a negation as logical connectives, are particular cases of disjunctive
algebras; models based on L⊗ , whose connectives are a conjunction and a negation, are particular cases
of conjunctive algebras. We highlighted the fact that the choice of connective (and therefore the cor-
responding algebraic structure) was related to the choice of a strategy of evaluation for the λ-calculus:
call-by-name naturally corresponds to implicative and disjunctive algebras, while conjunctive algebras
canonically embodies a call-by-value λ-calculus.

In the continuity of classical realizability, one of the main features of these algebraic structures
is to give di�erent semantics to the logical connectives ∧,∨ and to the quanti�ers. For instance, the
conjunction a ∧ b is interpreted by the product type a × b in implicative algebras; whereas the uni-
versal quanti�cation ∀X .A(X ) is interpreted by a meet

c
b ∈A A(b). �is distinction between both in-

terpretations leaves the door open to the de�nition of triposes that re�ect Krivine realizability mod-
els [99, 100, 101, 102]. In particular, these models are more general than the models one can obtain
by means of a forcing construction. It is worth noting that in the construction of realizability triposes
from an implicative algebraA, the structure of Heyting algebra which is obtained through the quotient
(AI /S[I ],`S[I ]) (and therefore, the hyperdoctrine and the tripos) ignores the former order relation 4
and the former meets and joins f,g. More, whenever the underlying algebraic structure A has too
many commutation properties, then the connective × (resp +) becomes equivalent to ∧ (resp ∨). As a
consequence, everything happens as if they were the same inA, that is as ifA were a Boolean algebra:
the induced tripos is isomorphic to a forcing tripos. Schematically, the situation can be summed up by
the following diagram5:

Implicative algebras
⇒ ∧ ∀ M �
→ ×

c
∈ S

Disjunctive algebras
¬ ∨ ∀ M �
¬ ` c

∈ S`

Conjunctive algebras
¬ ∧ ∃ M �
¬ ⊗

b
∈ S⊗

Boolean algebras
¬ ∧ ∀ M �
¬ f

c
∈ F

a → b = ¬a ` b

a → b = ¬a g b
` = g

a / b = b 4 a, S⊗ = ¬−1 (S`)

⊗ = f

In this diagram, plain arrows A → B indicate that the structure A is a particular case of B, while
the dashed one A d B means that B can be obtained from A through a construction. We annotate the
arrow with the key de�nitions in the passage from one structure to another.

As we explained in Chapters 10 and 11, the le� part of this diagram can be re�ected at the level
of the induced triposes. Indeed, if a structure A is particular case of a class of structures B (i.e. for an
arrow A → B above), then the tripos TA that A induces is also a particular case of tripos TB : formally,
this is re�ected by a surjective map TB (I ) � TA (I ) for all I ∈ Setop (see the diagram in Section 10.4.4.1).

Up to now, the conclusion from the last chapters is that implicative algebras appear as the more
5Where we writeM � to represent the criterion of validity and where F denotes a �lter of Boolean algebra.
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general se�ing. Nonetheless, we did not achieve yet a complete study of conjunctive algebras. In partic-
ular, we are lacking the de�nition of an application (from the point of view of λ-calculus) satisfying the
adjunction necessary to obtain a Heyting algebra (and thus a tripos). Besides, we are also missing an ar-
row in the previous diagram, from conjunctive to disjunctive algebra. We conjecture that there should
be a way to prove that from any conjunctive algebra can be obtained a disjunctive algebra through the
same duality, that is by reversing the order (see Section 12.2.5.2) and taking as (disjunctive) separator
the preimage ¬−1 (S⊗ ) of the (conjunctive) separator. In particular, we believe that the induced triposes
should be proved to be isomorphic. In addition to giving a proof to support the claim that implicative al-
gebras provide us with the more general framework, such a result would have a particular signi�cance,
showing that call-by-name and call-by-value calculi induce equivalent realizability models.

In a long-term perspective, several directions of investigation emerge. First, implicative algebras
appear as a promising new tool from a model-theoretic point of view. �ey indeed provide us with a
framework whose ground structure is as simple as Boolean algebras, while carrying all the computa-
tional power of the λ-calculus. In particular, they seem easier to manipulate than Krivine’s realizability
algebras while providing us with the same expressiveness. Since Krivine’s realizability models seem to
bring novel possibilities with respect to the traditional models of set theory, implicative algebras might
be the more convenient structure to develop the model-theoretic analysis of classical realizability.

Second, we saw that implicative algebras identify types and programs, somewhat performing the
last step of uni�cation in the proofs-as-programs correspondence. As such, implicative algebras are
tailored to the second-order λc -calculus, that is to say the second-order classical logic, but they clearly
scale to high-order classical logic. On its computational facet, following the leitmotiv of the second part
of this thesis, it raises the question of extending the calculus with side-e�ects. For instance, we wonder
how our interpretations for the (call-by-need) λ[lvτ?]-calculus or—which is more ambitious—for dLPAω

may be interpreted algebraically. In particular, an interpretation of dLPAω in terms of implicative alge-
bras might help us to answer the questions we raised in Section 8.5 about the structure of the induced
model. Especially, we could hope to take advantage of the criteria of collapsing so as to determine
whether dLPAω allows for realizability models which are not equivalent to forcing constructions.

Furthermore, in the continuity of the study of disjunctive and conjunctive algebras, it would be
interesting to determine how much of these structures can be combined without collapsing to a forcing
situation. To put it di�erently, we saw that an implicative (resp. disjunctive) algebra in which arbitrary
meets and joins distribute over all the connectives can only induce a tripos which is isomorphic to a
forcing tripos. Yet, it is not clear whether it is possible to de�ne an algebra which is both disjunctive
and conjunctive without collapsing to a Boolean algebra. Such a structure would make sense to model
the call-by-push-value paradigm [110], whose evaluation is directed by the polarity of terms (and thus
requires a syntax with connectives of both polarities). Among other things, call-by-push value has
shown to be a conducing se�ing for the study of side-e�ects in the realm of the proofs-as-programs
correspondence.

Last, all along this manuscript we have been using several times Krivine realizability as a tool to
prove properties for di�erent calculi. Even if this perspective is at �rst sight fuzzier than the previous
ones, it could be interesting to determine whether the reasoning process—i.e. de�ning a realizability
interpretation and proving its adequacy in order to �nally deduce theorems (mainly normalization and
consistence properties)—can be transposed algebraically. In other words, we wonder whether, given a
calculus, one could hope to de�ne an embedding of this given calculus into an implicative algebra, next
prove the adequacy of the embedding; then consider, for instance, the “separator” of normalizing terms
to prove the normalization of the calculus. In itself, such an approach would probably be very closed
from the usual one, but having a unifying framework might bring us some bene�ts.

For all these reasons, I am convinced that implicative algebras have a bright future ahead. We hope
that this thesis would have done its bit towards a broader di�usion of their potentialities and features.
I have a dream that one day, we will all compute with formulas as if they were λ-terms…
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permutative conversions and gödel’s t. Archive for Mathematical Logic, 42(1):59–87, 2003. URL:
http://dx.doi.org/10.1007/s00153-002-0156-9, doi:10.1007/s00153-002-0156-9.

[85] P. Johnstone. Sketches of an elephant: a Topos theory compendium. Oxford logic guides. Oxford
Univ. Press, New York, NY, 2002.

[86] D. Kesner. Reasoning About Call-by-need by Means of Types, pages 424–441. Springer Berlin
Heidelberg, Berlin, Heidelberg, 2016. doi:10.1007/978-3-662-49630-5 25.

[87] S. C. Kleene. On the interpretation of intuitionistic number theory. Journal of Symbolic Logic,
10:109–124, 1945.

[88] A. Kolmogoro�. Zur deutung der intuitionistischen logik. Mathematische Zeitschri�, 35(1):58–65,
Dec 1932. URL: http://dx.doi.org/10.1007/BF01186549, doi:10.1007/BF01186549.

[89] S. A. Kripke. Semantical considerations on modal logic. Acta Philosophica Fennica, 16(1963):83–
94, 1963.

[90] S. A. Kripke. Semantical analysis of intuitionistic logic i. Studies in Logic and the Foundations of
Mathematics, 40:92 – 130, 1965. doi:http://dx.doi.org/10.1016/S0049-237X(08)71685-9.

[91] J.-L. Krivine. Un algorithme non-typable dans le système f. Comptes rendus de l’Académie des
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//tel.archives-ouvertes.fr/tel-00140046.

[148] A. Sabry and M. Felleisen. Reasoning about programs in continuation-passing style. Lisp and
Symbolic Computation, 6(3-4):289–360, 1993. doi:10.1007/BF01019462.

[149] S. G. Simpson. Subsystems of Second Order Arithmetic. Perspectives in Logic. Cambridge Univer-
sity Press, 2 edition, 2009. doi:10.1017/CBO9780511581007.

[150] C. Spector. Provably recursive functionals of analysis: A consistency proof of analysis by an
extension of principles in current intuitionistic mathematics. In F. D. E. Dekker, editor, Recursive
function theory: Proceedings of symposia in pure mathematics, volume 5, page 1–27, Providence,
Rhode Island, 1962. American Mathematical Society.

[151] T. Streicher. Krivine’s classical realisability from a categorical perspective. Mathematical Struc-
tures in Computer Science, 23(6):1234–1256, 2013. doi:10.1017/S0960129512000989.

[152] G. J. Sussman and G. L. Steele, Jr. An interpreter for extended lambda calculus. Technical report,
Massachuse�s Institute of Technology, Cambridge, MA, USA, 1975.

[153] A. Tarski. �e concept of truth in the languages of the deductive sciences, pages 152–278. Oxford
at the Clarendon Press, 1956, 1953.

[154] A. M. Turing. On computable numbers, with an application to the entscheidungsproblem. Pro-
ceedings of the London Mathematical Society, s2-42(1):230–265, 1937. doi:10.1112/plms/s2-42.
1.230.

[155] A. M. Turing. On computable numbers, with an application to the entscheidungsproblem. a
correction. Proceedings of the London Mathematical Society, s2-43(1):544–546, 1938. URL: http:
//dx.doi.org/10.1112/plms/s2-43.6.544, doi:10.1112/plms/s2-43.6.544.

[156] M. Vákár. In Search of E�ectful Dependent Types. PhD thesis, University of Oxford, 2017. URL:
http://arxiv.org/abs/1706.07997.

[157] S. van Bakel, L. Liquori, S. R. della Rocca, and P. Urzyczyn. Comparing cubes of typed and type
assignment systems. Annals of Pure and Applied Logic, 86(3):267 – 303, 1997. doi:10.1016/
S0168-0072(96)00036-X.

[158] D. van Dalen. Intuitionistic logic, pages 224–257. Lou Gobble, Blackwell, Oxford, 2001.

[159] J. Van Oosten. Realizability: a historical essay. Mathematical Structures in Computer Science,
12(3):239–263, 2002. doi:10.1017/S0960129502003626.

338

http://drops.dagstuhl.de/opus/volltexte/2013/4221
http://dx.doi.org/10.4230/LIPIcs.CSL.2013.597
https://tel.archives-ouvertes.fr/tel-01061442
https://tel.archives-ouvertes.fr/tel-00140046
https://tel.archives-ouvertes.fr/tel-00140046
http://dx.doi.org/10.1007/BF01019462
http://dx.doi.org/10.1017/CBO9780511581007
http://dx.doi.org/10.1017/S0960129512000989
http://dx.doi.org/10.1112/plms/s2-42.1.230
http://dx.doi.org/10.1112/plms/s2-42.1.230
http://dx.doi.org/10.1112/plms/s2-43.6.544
http://dx.doi.org/10.1112/plms/s2-43.6.544
http://dx.doi.org/10.1112/plms/s2-43.6.544
http://arxiv.org/abs/1706.07997
http://dx.doi.org/10.1016/S0168-0072(96)00036-X
http://dx.doi.org/10.1016/S0168-0072(96)00036-X
http://dx.doi.org/10.1017/S0960129502003626


BIBLIOGRAPHY

[160] J. van Oosten. Studies in logic and the foundations of mathematics. In Realizability: An Intro-
duction to its Categorical Side, volume 152 of Studies in Logic and the Foundations of Mathematics,
pages ii –. Elsevier, 2008. doi:10.1016/S0049-237X(13)72046-9.

[161] P. Wadler. Call-by-value is dual to call-by-name. In C. Runciman and O. Shivers, editors, Pro-
ceedings of the Eighth ACM SIGPLAN International Conference on Functional Programming, ICFP
2003, Uppsala, Sweden, August 25-29, 2003, pages 189–201. ACM, 2003. URL: http://doi.acm.
org/10.1145/944705.944723, doi:10.1145/944705.944723.

[162] A. Wright. Simple imperative polymorphism. In LISP and Symbolic Computation, pages 343–356,
1995.

[163] E. Zermelo. Beweis, dass jede menge wohlgeordnet werden kann. (aus einem an herrn hilbert
gerichteten briefe). Mathematische Annalen, 59:514–516, 1904. URL: http://eudml.org/doc/
158167.

339

http://dx.doi.org/10.1016/S0049-237X(13)72046-9
http://doi.acm.org/10.1145/944705.944723
http://doi.acm.org/10.1145/944705.944723
http://dx.doi.org/10.1145/944705.944723
http://eudml.org/doc/158167
http://eudml.org/doc/158167

	Introduction
	I Prelude
	Logic
	Theory
	Language
	Deductive system
	Theory

	Models
	Truth tables
	Heyting algebra
	Kripke forcing
	The standard model of arithmetic


	The -calculus
	The -calculus
	Syntax
	Substitutions and -conversion
	-reduction
	Evaluation strategies
	Normalization
	On pureness and side-effects

	The simply-typed -calculus
	The Curry-Howard correspondence
	Extending the correspondence
	+-calculus
	Entering the cube
	Classical logic


	Krivine's classical realizability
	Realizability in a nutshell
	Intuitionistic realizability
	Classical realizability

	The c-calculus
	Terms and stacks
	Krivine's Abstract Machine
	Adding new instructions
	The thread of a process and its anatomy

	Classical second-order arithmetic
	The language of second-order logic
	A type system for classical second-order logic
	Classical second-order arithmetic (PA2)

	Classical realizability semantics
	Generalities
	Definition of the interpretation function
	Valuations and substitutions
	Adequacy
	The induced model
	Realizing the axioms of PA2
	The full standard model of PA2 as a degenerate case

	Applications
	Soundness and normalization
	Specification problem
	Model theory


	The -calculus
	Sequent calculus
	Gentzen's LK calculus
	Alternative presentation

	The -calculus
	Syntax
	Reduction rules and evaluation strategies
	Type system
	Embedding of the c-calculus
	Soundness

	Continuation-passing style translation
	Principles
	The underlying negative translation
	The benefits of semantic artifacts

	The call-by-name -calculus
	Reduction rules
	Small-step abstract machine
	Call-by-name type system
	Continuation-passing style translation
	Realizability interpretation

	The call-by-value -calculus
	Reduction rules
	Small-step abstract machine
	Continuation-passing style translation
	Realizability interpretation

	From adequacy to operational semantics


	II A constructive proof of dependent choice compatible with classical logic
	The starting point: dPA
	Computational content of the axiom of choice
	Martin-Löf Type Theory
	Incompatibility with classical logic

	A constructive proof of dependent choice compatible with classical logic
	Realizing countable and dependent choices in presence of classical logic
	An overview of dPA

	Toward a proof of normalization for dPA
	The big picture
	Realizability interpretation and CPS translation of classical call-by-need
	A sequent calculus with dependent types


	Normalization of classical call-by-need
	The [lv]-calculus
	Syntax
	Type system
	Small-step reductions rules

	Realizability interpretation of the simply-typed [lv]-calculus
	Normalization by realizability
	Realizability interpretation for the [lv]-calculus

	A typed store-and-continuation-passing style translation
	Guidelines of the translation
	The target language: System Fnormalnormal 
	The typed translation

	Introducing De Bruijn levels
	The need for -conversion
	The [lv]-calculus with De Bruijn levels
	System F  with De Bruijn levels
	A typed CPS translation with De Bruijn levels

	Conclusion and perspectives
	Conclusion
	About stores and forcing
	Extension to 2nd-order type systems
	Related work & further work


	A classical sequent calculus with dependent types
	A minimal classical language with dependent types
	A minimal language with value restriction
	Reduction rules
	Typing rules
	Subject reduction
	Soundness
	Toward a continuation-passing style translation

	Extension of the system 
	Limits of the value restriction
	Delimiting the scope of dependencies

	A continuation-passing style translation
	Target language
	Translation of proofs and terms
	Normalization of dL
	Translation of types

	Embedding into Lepigre's calculus
	Toward dLPA: further extensions
	Intuitionistic sequent calculus
	Extending the domain of terms
	Adding expressiveness
	A fully sequent-style dependent calculus

	Conclusion

	dLPA: a sequent calculus with dependent types for classical arithmetic
	dLPA: a sequent calculus with dependent types for classical arithmetic
	Syntax
	Reduction rules
	Typing rules
	Subject reduction
	Natural deduction as macros

	Small-step calculus
	A continuation-passing style translation
	Normalization of dLPA
	A realizability interpretation of dLPA
	About the interpretation of coinductive formulas

	Conclusion and perspectives


	III Algebraic models of classical realizability
	Algebraization of realizability
	The underlying lattice structure
	Classical realizability
	Forcing

	A types-as-programs interpretation
	Organization of the third part
	Categories and algebraic structures
	Lattices
	Boolean algebras
	Categories
	Functors
	Hyperdoctrines and triposes

	Algebraic structures for (classical) realizability
	OCA: ordered combinatory algebras
	AKS: abstract Krivine structures
	IOCA: implicative ordered combinatory algebras
	KOCA: Krivine ordered combinatory algebras


	Implicative algebras
	Implicative structures
	Definition
	Examples of implicative structures

	Interpreting the -calculus
	Interpretation of -terms
	Adequacy
	Combinators
	The problem of consistency

	Implicative algebras
	Separation
	c-terms
	Internal logic

	Implicative triposes
	Induced Heyting algebra
	Product of implicative structures
	Implicative tripos
	Relation with forcing triposes

	Conclusion

	Disjunctive algebras
	The L calculus
	The L calculus
	Embedding of the -calculus
	A realizability model based on the L-calculus

	Disjunctive structures
	Disjunctive structures
	Examples of disjunctive structures
	Disjunctive structure of classical realizability
	Interpreting L
	Adequacy

	From disjunctive to implicative structures
	The induced implicative structure 
	Interpretation of the -calculus

	Disjunctive algebras
	Separation in disjunctive structures
	Disjunctive algebra from classical realizability
	About the combinators
	Internal logic
	Induced implicative algebras
	From implicative to disjunctive algebras

	Conclusion

	Conjunctive algebras
	A call-by-value decomposition of the arrow
	The L calculus
	Embedding of the -calculus
	A realizability model based on the L-calculus

	Conjunctive structures
	Examples of conjunctive structures
	Conjunctive structure of classical realizability
	Interpreting L terms
	Adequacy
	Duality between conjunctive and disjunctive structures

	Conjunctive algebras
	Separation in conjunctive structures
	Conjunctive algebra from classical realizability
	From disjunctive to conjunctive algebras

	Conclusion
	On conjunctive algebras
	On the algebraization of Krivine classical realizability


	Bibliography


